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Abstract
In this paper, we address the following question: what in-network signals should a network provide to
congestion control algorithms? To answer this guiding question, we use prior work to automatically
generate congestion control algorithms optimized for a given performance objective and set of in-
network congestion signals. We then make observations about the relative value of these congestion
signals across a range of performance objectives. Our analysis yields a surprising central finding: for
the average case, sophisticated In-Network Telemetry (INT) offers minimal performance benefits over
traditional end-to-end (E2E) signals, with performance typically within 3%. We also find no single
“best” INT signal, but rather a clear trade-off that manifests in many scenarios: link-based signals
often excel at controlling delay, while queue-based signals are better for maximizing throughput. To
make these findings concrete, we validate them by examining the extent to which in-network signals
improve the performance of the BBR congestion control algorithm.
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1 Introduction

Because it plays such an important role in the resulting performance of individual flows,
congestion control is a mainstay of the networking literature, with new congestion control
algorithms appearing in almost every networking conference. But even if we look only at
widely deployed congestion control algorithms, rather than including research proposals, the
field has made impressive progress over the years. There have been several generations of
widely deployed congestion control algorithms, starting with loss-based congestion control
algorithms that focused on the WAN [19, 40, 36] which were followed by congestion control
algorithms – most notably BBR [10] – that utilized delay and throughput rather than loss
as the primary congestion signal. When datacenters became prevalent, with their short
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12:2 No Signal to Rule Them All

RTTs and emphasis on tail latencies, a new generation of congestion control algorithms was
deployed, starting with DCTCP [5] and leading to more recent algorithms [30, 24, 28, 48].

One constant throughout this ongoing evolution was that widely deployed congestion
control algorithms were mostly based on end-to-end (E2E) signals, such as RTT, packet
drops, and observed throughput. The one obvious exception to the end-to-end nature of the
signals used by these congestion control algorithms was ECN, whose origins date back to
DECBit [34]. In the WAN context, ECN provided limited value since it was not universally
adopted. Thus, congestion control algorithms had to expect a mixture of ECN-enabled and
ECN-incapable routers along the path. But in the datacenter context, because uniform ECN
adoption could be achieved, DCTCP leveraged ECN’s flexibility to provide a richer form of
feedback from individual routers.

We have recently entered a new era in datacenter congestion control, since a much
richer set of router-based signals is becoming available from individual routers. These newly
emerging signals, which are referred to as in-network telemetry (INT), are collected at routers
and made available to hosts via fields in packet headers, as documented in the CSIG Internet
Draft [35]. There are many possible signals that could be generated at individual routers,
but we must be careful about which ones the field eventually adopts, for three reasons. First,
not all INT signals can be reported to a congestion control algorithm, because header real
estate is scarce. Second, the mechanisms for collecting these signals operate at packet speeds
and therefore must be embedded in router hardware/firmware. Thus, vendors must make
a choice about which to support rather than enabling each customer to choose whatever
signals they want. Lastly, we expect that some INT signals will be better than others, in the
sense of leading to better datacenter congestion control algorithms. Thus, we must make a
choice about INT signals, and that choice matters.

To provide some guidance on this choice, in this paper we address the question: what INT
signals would be most valuable for datacenter congestion control algorithms (CCAs)? But to
answer this question fully and fundamentally, we must take a general approach that does
not start with limiting assumptions about the particular context in which these INT signals
will be used. More specifically, we do not want to fix on a given CCA, or on a particular
performance goal, or on a given workload. Instead, we want to understand how the choice of
INT signals might be impacted by these various factors and whether there are any general
lessons to be learned. Such lessons will allow us to ask what INT signals are best for CCAs
that are designed from the ground up to leverage those signals, which is the question we care
about in the long-term.

Of course, others have looked at how to leverage INT signals. In particular, as we discuss
in §8, prior work has explored co-designing INT and CCAs for specific performance metrics
or workloads (e.g., HPCC [28]), or optimizing a specific CCA to use a specific INT signal
[41], but we are unaware of work that attempts to answer the question as generally as we
tried to do.

This generality poses a methodological problem, because the value of a particular INT
signal is fundamentally dependent on how well a CCA utilizes it. Ideally, we would evaluate
a set of INT signals S based on the performance of a CCA that was optimally designed to
leverage that set of INT signals. And, given our long experience with congestion control
algorithms, we expect that the “optimal” CCA will depend on both the set of INT signals
and the desired performance objectives (and in what follows we assume that these objectives
are some function of the resulting throughput and delay). But we have no known methods
for generating the optimal CCAs for a specific set of signals and performance objectives.

As a pragmatic way out of this methodological bind, we propose to leverage prior work
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on learned congestion control algorithms. These learning-based techniques search the space
of congestion control algorithms that have access to a set of INT signals, S, during training
and return the optimally performing algorithm discovered during the search process. Our
proposal is to use this best learned algorithm – denoted lCCA(S) – as a stand-in for the
optimal datacenter congestion control algorithm that uses S. This turns the unattainable
ideal of optimality into the tangible result of learning, which we think will suffice for our
efforts.

While one might leverage any learning-based approach, for reasons we discuss in §3, we
build on one of the earliest approaches to learning-based congestion control – Remy [42]
– and add several key modifications to improve its search capabilities in our context. We
make no claim that our learning technique, which we call R+, is the best, but we find
that the algorithms it produces – the lCCAs – generally match or outperform both the
state-of-the-art hand-crafted CCAs and other learned CCAs that we obtaining from other
learning algorithms. Thus, our research approach is to take, for any given set of INT signals
S, the resulting lCCA(S) as a “tractable approximation of the optimal” [44] and use it to
evaluate the benefit of the set of signals S.

Note that the resulting lCCAs are not candidates for deployment. We recognize that
learned CCAs often do not generalize beyond their training environment, and the world
of datacenters environments is far broader than what our test cases encompass. But we
are comparing lCCAs within the same environments that we use for training, so we believe
that the basic comparisons will still provide insights, even if the resulting lCCAs may not
sufficiently generalize to all settings they might encounter in real deployments.

The bulk of this paper is devoted to a series of experiments comparing the performance
of the resulting lCCA(S) as we vary the set of signals and the performance objectives,
over a range of datacenter network scenarios. For the range of network configurations and
performance objectives that we investigate, our core findings are twofold:

(1) CCAs that exploit INT signals see little average improvement over those that use just
the E2E signals of delay, loss, sending rate, and receiving rate. More specifically, the best
performance with INT is on average within 3% of that achieved using only E2E signals.

(2) There is no clear “winner” amongst the set of INT signals. On average, the performance
they achieve is within 1% of each other.

These core findings were a surprise to us, and hence the majority of this paper is about
understanding them more deeply. Exploring the first finding leads to the following underlying
results:

1a Delay and send/receive rates suffice. We find that finding (1) would not hold if loss
was the primary E2E congestion signal (as was the case in the past); for example, the
best INT dominates loss alone by 30% on average, but other E2E signals such as RTT
and send/receive rates close the gap.

1b While we typically average over a range of network scenarios, the specifics of
a network scenario occasionally matters to a modest degree. Finding (1) holds
in part because we are averaging across network scenarios, but there are specific scenarios
where INT offers modest benefits. For instance, for one of our performance objectives (that
values delay and throughput roughly equally), INT offers up to 7% higher performance in
up to 11% of scenarios. These gains can be relevant for performance-sensitive datacenter
contexts with specific operating regimes.

1c INT typically helps the most in extreme network scenarios. Investigating when
INT wins, we find that these specific scenarios are typically characterized by having
extreme (high or low) levels of load or numbers of senders. Our hypothesis is that, in
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such cases, the E2E signals for an individual flow capture only a partial view of router
conditions, while INT signals always capture a more “global” view of router performance,
and this gives INT an edge. Validating this hypothesis remains an open question, which
we hope to return to in future work.

1d In these extreme scenarios, INT is a better “multitasker”. Our investigation
of why INT wins in the above scenarios reveals that, when considering performance
objectives that optimize for both throughput and delay but prioritize one over the other
(e.g., weighting delay as twice as important than throughput), INT is comparable to
E2E signals in optimizing the primary metric but can do a better job on optimizing
the secondary metric. This may also explain why the benefits due to INT are relatively
modest, since it only wins on the secondary metric.

Exploring finding (2) leads to the following underlying results:
2a Different INT signals result in different tradeoffs between performance metrics.

We find that within the extreme scenarios from above, queue-based INT metrics result
in CCAs that maintain high throughput for a tradeoff of extra delay, while link-based
metrics (e.g., link utilization) result in very low delay in many cases.

2b While different INT signals perform similarly on average, there are specific
scenarios where an INT signal dominates. Specifically, in these extreme scenarios,
we find that queue-based INT signals shine in scenarios with very few senders. Meanwhile,
link-based INT signals help in scenarios with long flows and many senders, but do not do
well with very high numbers of senders.

We show that these results are robust across several different network topologies, traffic
matrices, and specific forms of signals. Of course, the scope of our evaluation is not exhaustive
or representative of all valid use cases. Thus, we encourage the application of our evaluation
framework to other scenarios and hope to explore the same in future work.

2 Approach

This paper presents a large collection of simulation results, but they are all tied together by
a single intellectual approach, which we now describe.

To quantify the performance of a CCA we must specify three important factors under
which it operates. The first is the range of network characteristics (e.g., link rates, delays,
buffer sizes) and workloads (e.g., number and nature of flows) under which the CCA is
expected to operate. We refer to this as the range of network scenarios, which we denote by
a set N . Second, we must specify what INT and end-to-end signals are available, which we
describe by a set S. Finally, we must specify what performance objective is used to evaluate
the CCA. Following the NUM paradigm [22], we define our objective as the average of a
per-flow utility function u, denoted Pu.

For a given network scenario N and utility function Pu, we are interested in what in-
network telemetry signals S a network should offer. Hence, we do not focus on what a
specific CCA would do with such signals but rather what is the best any CCA could do. If
we could determine the optimal CCA for any given N , S, and Pu, then we could address
the above question by simply evaluating the optimal CCA for different candidate S. For
example, we could simulate the optimal CCA for each S over different network scenarios
in N and pick the S that yields the maximum Pu. However, there is currently no known
solution that searches the CCA design space to find the optimal CCA and hence we must
resort to practical approximations of the optimal.

As discussed in the previous section, our strategy will be to leverage learning-based
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Network Config, N R+ l CCA(N,S,P) Score

Signal Set, S

Utility Function, Pu

Signal Space Actions
range a
range b

…

(x, y, z)
…

Generator l CCA

ns-3

Evaluator

Figure 1 An overview of our signal evaluation framework. The network configuration, the utility
function, and the signal set are configurable parameters for R+ while the score and lCCA(N, S, P )
are artifacts produced by the process.

approaches to generate a CCA that we use as our approximation of the optimal. To that end,
we define lCCA(N, S, Pu) to be the learned CCA that, given the set of signals S, optimizes
the performance objective Pu when averaged over a set of network scenarios N . Thus, we
are interested in, for a given range of networks N and performance objective Pu, how well
lCCA(N, S, Pu) does as S varies.

With lCCA as our approximation of an optimal CCA, we now provide an overview of our
evaluation process, leaving a detailed description to §4. Our evaluation uses a learning-based
CCA generator and a network simulator. In our work, we used an improved version of
Remy [42], which we call R+, to generate our learned CCAs, and ns-3 [2] as our network
simulator to evaluate lCCAs. We believe our process could easily be extended to other CCA
generators and simulators.

The process of evaluating a signal set S consists of three main steps as shown in Figure 1:
(1) Generating an lCCA using R+. First, we provide R+ with a network configuration
representing the range of network scenarios the CCA should consider (N) and the set of
signals it is able to consider (S). We also set the utility function that R+ uses to evaluate and
optimize candidate algorithms (Pu). Given these parameters, R+ generates lCCA(N, S, Pu).
(2) Validating lCCA using simulation. CCA generator tools such as Remy typically rely
on a high-level network model to evaluate the algorithms and rules they generate. Network
simulators such as ns-3 typically offer greater realism since they can easily create complex
topologies and model lower level effects such as the details of TCP sockets. Thus, as an
additional validation step, we take the lCCA generated in the previous step and evaluate it
in ns-3 [2], recording the overall performance Pu (or “score”) that the lCCA achieves.
(3) Picking lCCA. We repeat the above steps for multiple checkpoints of training and
finally select the lCCA that receives the best score (i.e., best Pu) in simulation as our
approximation of the optimal CCA for a given N , S, and Pu.

We repeat the above steps for different sets of S (including no in-network signals) and
compare their relative performance to pick the best S. Thus, for a given utility and network
scenario, we can determine the best utility score that can be achieved for different signals,
and hence which signals were the most useful. We conduct this process for multiple utilities
(Pu) and different network scenarios (N). Of course, there are an unbounded number of
possible configurations, so we only pick a reasonable initial set (§4).

3 Finding lCCA

To approximate the optimal CCA, we turn to prior work in automating the development of
congestion control. While there are many works in the space of automated CCA development
that may be applicable ([45, 3, 20] for a sampling), we build on Remy [42]. In this section,
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we start with a brief overview of Remy and how we extended it to create R+, and then
discuss our rationale for building on Remy.

3.1 Remy and R+

We review baseline Remy [42] using the notation from §2. Remy trains CCAs to maximize
performance according to a utility function, Pu. Given a range of network configuration
parameters N (e.g., bottleneck rate, RTT) from which to sample, Remy produces a CCA in
the form of a match-action table of “rules”. The rules in the generated CCA cover a space
of signal values and map to an action for the CCA to take; e.g., change the cwnd and the
pacing rate based on observed RTT value. Remy has a notion of generations that guide the
degree of optimization that the tool attempts. In each generation, Remy picks a random
sample of networks within the parameters of a provided configuration. Then, starting with
the rules from the previous generation, Remy intelligently steps through each rule, testing
variants of a rule by evaluating whether they lead to better performance as measured by Pu.
We refer the reader to [42] for a full description of baseline Remy.

For our work, we made a few small, but important, modifications to Remy. These
primarily involved increasing the network configuration sample size (which we found was
necessary for consistent results), adding support for in-network signals, and extending the
action types that Remy considers. The latter was particularly important to achieve better
performance. Specifically, we introduced actions that allow the pacing rate at the sender
to be a function of other observed performance metrics, rather than being directly set. We
discuss these changes in more detail in Appendix A.1. Our evaluation showed that these
changes improved the performance of our lCCAs by up to 3x in some evaluation scenarios
(A.1). To avoid confusion, we use R+ to refer to Remy with our extensions.

3.2 Why Remy (and R+)?

We chose to build on Remy because it has a few desirable properties: (i) its capabilities and
limitations are well-studied [39, 44, 3], (ii) it produces interpretable artifacts, and (iii) it
could be easily extended/improved for our use case, as we did with R+. We acknowledge
that even with its improvements over the original, Remy (or R+) may not be the ideal search
algorithm for finding optimal congestion control algorithms, but we believe it to be the
best prior work available which produces an interpretable CCA optimized for average-case
behavior. Importantly, prior work has shown that Remy serves as a “tractable approximation
of the optimal” for a given utility function [44] – the exact property we need. Further, since it
produces interpretable artifacts (i.e., not online or deep-learning based), it is more amenable
to refining its performance, auditing its outputs, and building it into a larger system.

For due diligence, we repeat and extend the evaluation of prior work, now comparing
the performance of the lCCAs generated by R+ (not Remy) to the performance obtained
by parameter-tuning popular CCAs (TCP Vegas, Cubic, BBR) and a deep reinforcement
learning (DRL)-based CCA [20]. Our experiments showed that R+ consistently matches or
outperforms the best performance obtained by parameter-tuning TCP Vegas, Cubic, and BBR.
Similarly, our experiments with a DRL CCA [20] found that it produced worse-performing
algorithms than our R+ outputs (A.2).

Perhaps most importantly, we repeated a sample of our experiments from §5 using the
best DRL-based CCAs generated by the above and found that the high-level conclusions and
findings that we report with R+ remained the same; i.e., although the absolute performance
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values differ, the overall trends (or lack thereof) remain unchanged. Thus we believe that
our findings based on R+ are representative of a high-performing CCA.

There are many known limitations to Remy [3, 39], including its ability to generalize
to scenarios outside of its training configuration. Fortunately, these limitations are not of
concern for our use case since we only care to evaluate how well a CCA uses a signal set S

for a specific network scenario N , rather than how generalizable the CCA is for a different
network scenario N ′. We address these limitations and other related work further in §8.

Finally, we note that our overall methodology is agnostic to how lCCA is generated. As
better options emerge for producing lCCA, or requirements change (e.g., no requirement for
interpretability), we hope our work provides a blueprint for how these options can be used
to answer fundamental questions such as evaluating signals.

4 Evaluation Setup

We present the experimental setup for the three main factors in our evaluation: the range
of network scenarios (N), utilities (Pu), and signals (S) that we consider. In each case, we
discuss the parameter space in general and then present the specific parameter values we
experimented with. Finally, we elaborate on relevant aspects of how we configure R+ and
ns-3 for generating and evaluating lCCAs. Notably, for N , Pu, S, and other parts of the
experimental setup, we attempt to select a reasonable initial value. However, we hope that
our framework will be used to explore more configurations, topologies, etc. in future work.

4.1 Network Scenarios
We primarily trained (and evaluated) on network configurations pulled from [42] as a starting
point that reproduces prior work. Our only modifications were to change their unit of time
to reflect a datacenter environment, and adapting certain parameters (e.g., RTT, rate) to
have a range of values instead of constants. The parameters that describe a network scenario
are shown in the second column of Table 1. We see that these parameters characterize
both performance characteristics (e.g., RTT, link rate, link loss, buffer size) and the traffic
workload (e.g., via number of senders, and their on and off times).
Parameter settings: The exact parameters used for evaluation are sampled from the space
defined by the configurations in Table 1. For each parameter, there is a min value, a max
value, and a “step” size which determines the granularity of the values between the min
and max. When sampling specific network configurations (or “scenarios”) from the above, a
value for each parameter is randomly selected within the set of values between the min and
max value at the granularity of the step size. Therefore, the number of potential network
scenarios in one of these configurations can be very large (∼ 1.75 million for the default
config). 1 Our results in §5 are generated/evaluated with the default network configuration
in Table 1 unless stated otherwise.

4.2 Utilities
We used the utility function used in [42] due to its fairness properties (proportional throughput
and delay fairness). This utility function is shown in Equation 1. Our only modification is to

1 We note that R+ uses a unitless value to measure time. While we map this to µs by default, there is no
fundamental reason why this cannot be set to any other value. Instead, it is the relative value of the
parameters based on time that matters.
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Config Parameter Min Max Step
default rtt (µs) 20 30 1

rate (pkt/µs) 2 4 0.5
senders 1 16 1

buffer size (pkt) 100 250 25
off time (µs) 100 1500 100
on time (µs) 1000 10000 500
loss (per pkt) 0.001 0.001 0

high senders rtt (µs) 10 20 1
rate (pkt/µs) 2 4 0.5

senders 16 64 2
buffer size (pkts) 1000 1000 0

off time (µs) 1000 1000 0
on length (pkts) 20 10000 100

loss (per pkt) 1 ∗ 10−6 1 ∗ 10−6 0
Table 1 Network configurations used to generate and evaluate lCCAs

add the weights ct and cd to the throughput and delay components.

u = ct ∗ log2(throughput) − cd ∗ log2(delay) (1)

Note that, in the above equation, throughput is normalized by the maximum fair-share
throughput a flow can achieve. Similarly, the delay is normalized to ensure both the
throughput and delay values are similar in magnitude [42]. Our added coefficients, ct and
cd, allow us to generalize this utility function to express different goals. We set these to
represent relative prioritization between throughput and per-packet delay.
Parameter settings: In §5, we report results for five utility functions of this form:

Default: ct = cd = 1
2t: ct = 2, cd = 1
2d: cd = 2, ct = 1
100t: ct = 100, cd = 1
100d: ct = 1, cd = 100

Qualitatively, we will refer to 2d and 100d utilities as delay-focused and the 2t and 100t
utilities as throughput-focused. When comparing CCA’s achieved utility, we will refer to it
as their score. Finally, we note that our methodology easily accommodates different utility
functions, so we are not fundamentally limited to the above utilities. We leave the exploration
of additional utilities to future work.

4.3 In-Network Signals
We collect two (base) forms of in-network signals, queue and link data, and try some variations
on these signals. Our baseline queue metric is the queue length at a given hop, and the link
metric is the rolling average utilization of the link in discrete intervals of time. By default,
the time interval for collecting link metrics is 10µs. We perform a sensitivity analysis of the
collection interval and investigate additional signals in §6.3.

When collecting in-network signals at each hop, a natural next question is what aggregation
function to apply along the path (i.e., min/max/avg). With one hop, all aggregation functions
are the same. For general topologies, we assume the min or max of the signal along the path,
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picking whichever is appropriate for the signal in question: e.g., maximum queue length or
maximum link utilization at any hop.

To gather in-network signals, data is collected as a packet is sent to the wire and added
to a custom packet header. For example, in our simulations, an 8-byte header containing
two 32-bit fields for link and queue metrics is inserted between the L2 and IP headers. At
each network hop, this header is updated with the appropriate value (e.g., maximum queue
length) seen along the path.
Parameter settings: In our evaluation, each CCA has a default set of end-to-end (E2E) signals
available to it. We use the baseline signals in Remy as our default set, which includes: an
exponentially-weighted moving average (EWMA) of the sending rate and the receiving rate,
a “slow” EWMA of the receiving rate with a lower weight for new data points, and the ratio
of the latest RTT measurement to the min RTT measurement seen so far. Unless otherwise
specified, all CCAs have access to these default signals. Notably, this default set does not
include loss – we will explore the role of loss signals in §5.1.

Our evaluation considers augmenting the above default E2E signals by in-network queue
and/or link signals. Thus, we have 4 essential options for evaluation:

E2E: only the baseline end-to-end signals
Link: E2E signals + link telemetry signals
Queue: E2E signals + queue telemetry signals
Link + Queue: E2E + link and queue telemetry signals

Note that we do not explicitly model ECN since this is subsumed by our queue length
signal. In general, to answer questions about signal quality, we will compare the relative
performance of CCAs trained with the above signals sets.

4.4 R+ Setup
In generating lCCAs, we run R+ for five training generations, as we found that performance
typically stops improving after this point. The current lCCA is recorded after each generation.

In training, the candidate lCCAs are evaluated repeatedly on a set of 200 simulated
network scenarios. The network model in Remy, parameterized by the variables in Table 1,
is necessarily simple to allow for tractable evaluation of many candidate algorithms. In this
model, all senders reside on a single host directly connected to the receiver. Accordingly, all
flows compete on exactly one shared link. The parameters of this link are defined by the
particular sampled network scenario: rate, delay, buffer size, and stochastic loss rate (buffer
overflow will also result in loss but is not configurable). Similarly, the specified number of
senders turn off/on for durations determined by sampling from an exponential distribution
with the scenario-specified mean.

4.5 ns-3 Setup
Once R+ has completed training, the lCCAs from each generation are evaluated in the ns-3
simulator. This evaluation is run on 200 network configurations randomly selected from the
original training set, with 10 simulations per configuration to ensure reliable results. The
CCA with the highest score is selected as our final lCCA for the given (N, S, Pu).

By default, we simulate a topology similar to the model used in training: a single-
bottleneck dumbbell topology, with the host link rates and latencies set to have no significant
impact on the results (Figure 2a). All other parameters match the network configuration
sampled from the space defined for training (e.g., bottleneck rate, latency, senders, etc.).
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H1

H2

E3
R1 R2

E4
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H4

E1

E2

(a) Dumbbell topology with 2 senders and optional
reverse path flows.

H1

R1

H2

R2

H3

R3

H4

R4

E1 E2 E3 E4

(b) Line topology with 1 host / router, 2 senders, and
optional extra flows.

Figure 2 Topologies used to evaluate the produced CCAs. All host links are set to 1 Tbps rate,
0 ms latency, and 10,000 pkt buffers to avoid influencing results. Flows are designated with arrows
(dotted for extra flows to create multiple bottlenecks or reverse path congestion).

To test how well the results generalize to other topologies, we also evaluate on a “line
topology” as pictured in Figure 2b with each sender on one half of the topology sending
to one receiver on the other side. As with the dumbbell, all parameters are set to match
the configuration of the given network scenario. We chose this topology to serve as a
generalization of the dumbbell topology while remaining true to the network configurations
with which each CCA has trained. We can vary the number of hosts connected to each router
between the base case of a dumbbell topology and the other extreme with only one host
connected to each router.

While these two topologies are quite simple, we use the line topology and additional
flows to capture important variations over the training scenario: multiple hops, different
bottlenecks between competing flows, and reverse-path congestion. On the line topology,
we can optionally enable additional flows to test our CCAs under multiple bottlenecks. In
this version, there is an additional flow crossing each individual router-router link which
only intersects the other traffic for one hop. This allows each sender to have a potentially
different bottleneck, depending on which of the extra senders are running at a given time (as
shown to be an important use of INT in [41]). Similarly, as shown in Figure 2a, reverse-path
senders can be enabled on the dumbbell topology.

Finally, we note that accurately simulating lCCAs required making a few modifications to
ns-3 to enable correct timestamping and fine-grained pacing at the sender. These modifications
are described in more detail in §A.1.

5 Results

We now present the results from using our framework to analyze the value of INT signals. The
results show that for average case utility (score), the value is minimal. However, analyzing
individual network scenarios and other performance metrics reveals the merits of INT and
the specific strengths of each signal type.

Figure 3 shows the utility score averaged across all evaluated network scenarios, for
different signal set options. The error bars indicate the standard deviation in scores which
we found to be small (≤ 5%). We observed a similar trend for our 100t and 100d utilities
and hence omit them from the figure due to space considerations.

We see two trends from Figure 3: (1) for a given utility, there is no significant difference
between CCAs that use INT signals and those that use only E2E signals, and (2) for a given
utility, the average score varies very little across different INT signal sets (Link, Queue, Link
+ Queue). We found these results surprising and hence investigate each in §5.1 and §5.2
respectively.
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5.1 INT and End-to-End Signals

Early work on leveraging ECN demonstrated substantial performance gains over loss-based
CCAs [34, 5, 16, 15, 43] and hence it is (arguably) somewhat surprising that INT-based
CCAs do not generally dominate E2E ones in Figure 3. Recall, however, that our E2E
CCA in this figure uses a richer set of E2E signals - RTT, send rate, and receive rate.
Hence, one hypothesis is that one or more of these richer signals enable better performance
than traditional loss signals, effectively “closing the gap” between E2E and INT-based
CCAs. To test this conjecture, we repeated our evaluation with different options for E2E
signals, including systematically removing one signal at a time from our default E2E set,
and considering loss as a signal both individually and with other signals. Our results are
shown in Figure 4.

We see that the scores remained essentially the same even as we removed specific signals
from our default E2E set. This is shown with the bars labeled “No RTT”, “No Receive Rate”
and “No Send Rate” in Figure 4, each of which removes the named signal from the E2E
signal set. We see that these trained CCAs – despite having access to only two of the E2E
signals – were able to reach the same overall utility.2

Figure 4 also shows that a CCA that uses only packet loss as its signal (like NewReno,
Cubic) produced significantly lower utility. In contrast, an algorithm that (in addition to
loss) is given access to RTT or INT signals was able to achieve performance comparable to
those using a full set of signals. This suggests that when measured by average performance,
nearly any set of signals can be effective, provided they are more proactive than packet loss
alone and the algorithm’s control loop is optimized for them. To better understand this
result, we further breakdown CCA performance in the rest of this section and find that, while
this is true in the common case, INT signals can provide value in some network scenarios.

From Average to Specific Network Scenarios All signal sets may seem to perform similarly
due to the effect of averaging across all network scenarios within the considered space (defined
in Table 1). While two CCAs may have similar average performance, there may be specific
network scenarios in which the difference in performance is significant (i.e., larger than the
error for the given network).

2 We found that training the version with no RTT signal, required a minor change to the exact form of
the sending and receiving rate signals. In this case, we normalized all rates to the receiving rate so that
Remy did not have to create a rule for all possible relationships between sending and receiving rate. We
also required 8 generations of training (vs. 5 earlier) for the score to stabilize. We experimented with
this modification for other signal sets, but saw no significant change in utility.
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In order to analyze these differences more closely, we look at the full distribution of
performance across all network scenarios evaluated. To determine the significance of any
difference, we normalize to the maximum error of the two CCAs being compared. More
precisely, we calculate s(p), our significance value for performance metric p between signals
sets a and b, as

sa,b
i (p) = pa

i − pb
i

max(e(pa
i ), e(pb

i ))
(2)

where px
i and e(px

i ) are the performance metric and its error for the signal set x on
network scenario i, respectively. We plot the distribution of s(score) in Figure 5 for the
default utility, showing s(score) for each INT signal option computed relative to our E2E
signals. I.e., in Figure 5, a from Eqn. 2 is one of Link, Queue, or Link+Queue, and b is the
E2E signal set. We consider a score difference si insignificant if it lies in the range (-1,1).

As shown in the figure, for the majority of network scenarios, the performance difference
between having any INT signal and none is insignificant (i.e., −1 < si < 1). However, there
are up to ∼11% of network scenarios where the performance gap is significant for the default
utility function.

Figure 6 extends this analysis to our other utility functions. We plot the distribution of
si between the Link + Queue and E2E CCAs for all utilities. We observed similar results
with Link and Queue individually but omit them for clarity. As before, we observe that
for many utilities the number of scenarios with significant differences is relatively low (e.g.,
2d, 100t) but we also see that large differences can be common for some extreme utilities
(e.g., 100d). Closer examination reveals that while the difference in scores is large relative to
the error (denominator in Eqn. 2), this difference is often small relative to the score itself.
We see this in Figure 7 which plots the distribution of the same score differences but now
normalized to the E2E score (vs. the error). We see that, in almost all utilities, no difference
is greater than 10% of the E2E score (100t is the only exception). Thus, even though there
may be a large number of significant differences, these differences can be small enough that
the average remains within average error (as seen in Figure 3).

Our results above align with prior work on INT-based CCAs which demonstrates that
INT signals are particularly helpful in especially difficult scenarios; e.g., to disambiguate
bottleneck delay from end-to-end delay when there are multiple bottlenecks [41]. Given
the extensive research on optimizing performance in extreme network conditions [28, 37, 5,
24, 7], understanding these differences can be particularly important for network operators
supporting demanding applications. In addition, operators may want to understand the
implications of operating in a specific scenario (e.g., level of demand, buffer size). Thus, we
aim to determine both how these signals can improve performance and in what situations
they are most valuable.

How : Breaking Down Utility Further analysis of the individual components of the overall
score (throughput and delay) revealed more about why these results arise. Figure 8 shows
the percentage of network scenarios for which the signal set outperforms the baseline in the
“primary” and “secondary” metrics (i.e., s(tput) > 1 and s(delay) < −1 where the primary
metric is the one with the larger coefficient in the utility function). As shown in the figure,
INT signal sets generally outperform the E2E signal set in the secondary metric, rather
than the primary. And, this difference is larger in the utilities with the most significant
score differences (e.g., 2t and 100d in Figure 6). These results suggest that INT is better at
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Figure 9 Correlation between s(score) and network parameters. A large positive (negative)
value indicates the that the given signal set tended to outperform the E2E CCA as the parameter
increases (decreases). Smaller magnitude correlations indicate that the network parameter was not
a significant factor in the score differences.

balancing the primary and secondary metrics than E2E which may often have to sacrifice the
secondary metric in order to maximize its utility overall.

When INT Matters To understand the differences shown in Figure 6 more deeply, we look
at which network scenarios result in significant performance gaps. Specifically, we measure
the correlation of the score significance, s(score), with the parameters of the evaluated
network scenario. The calculated values for Link and Queue are shown in Figure 9a for
default utility and Figure 9b provides an example for non-default utility. As an example,
Figure 9a indicates that Queue tended to significantly outperform the E2E signals when
there were few senders (relatively large negative correlation between s(score) and the number
of senders), while Link did better with more senders.

Using this analysis across utilities, we found some consistent patterns. INT signal sets
helped with throughput-focused utilities when the off time for flows was low (i.e., the number
of flows is usually close to maximum). For delay-focused utilities, INT helped with low
load (i.e., senders per unit bandwidth) and low numbers of senders. These cases reflect the
strengths in Figure 8 as INT helped achieve higher throughput in less-loaded scenarios for
delay-focused utilities and helped with delay for throughput-focused utilities by handling the
instability of many flows.

This appears to be the benefit of the “global” nature of INT: i.e., an INT signal captures
router or link state in its entirety while traditional E2E signals like RTT measurements
can only reflect the experience of a specific flow at a router/link. As an example, under
high load, if a flow arrives during a period of congestion, it may measure an inflated RTT
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Utility Better Score
Link Queue

default 4.5% 0.5%
2t 0% 1.5%
2d 0.5% 1.5%

100t 3% 6.5%
100d 28.5% 8.5%

Table 2 Percentage of network scenarios
with significant score differences between Link
and Queue CCAs.
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Figure 10 Percentage of significant through-
put and delay differences (|s(p)| > 1) between
Link and Queue CCAs for all utilities.

for its minimum RTT. A CCA with a queue metric, however, will be able to tell that this
min RTT measurement is not the true minimum. Similarly, a low-load scenario may be
hard to distinguish from a higher-contention setup in a good steady state without more
global information (i.e., the RTT may be close to the min RTT in either case, though the
link may be underutilized under low load). More global knowledge like this may help the
INT-based CCAs generalize better across loads (as the gap between local information and
global widens).

As shown in Figure 9, however, the two individual INT signals sometimes have different
strengths (e.g., number of senders). We explore these differences next in §5.2.

In sum, while the E2E CCAs achieve the same utility in the average case as all other
signal sets, there are many scenarios in which their limitations result in worse performance
particularly for non-prioritized metrics. Further, as we discuss later and in the Appendix,
E2E CCAs generalize to some scenarios poorly (§6) and often have the worst fairness.

5.2 Analysis of INT Signals
We now analyze each individual INT signal in order to determine why they perform similarly
in the average case. This analysis takes similar form to the comparison of E2E and INT:
we consider both the individual performance metrics and individual network scenarios that
produce significant differences.

Finding Differences Table 2 summarizes the number of significant utility differences between
Link and Queue signals (|sLink, Queue(score)| > 1) for all utilities. Note that we are now
comparing one INT signal against another (versus comparing against E2E as we were doing in
the previous subsection). As seen in the table, there are some significant differences, especially
in the more extreme utilities. As before, these differences, while significant, are generally
small – i.e., less than 10% of either CCA’s score (except for 100d which has differences up to
∼20%). Thus, as with E2E, the differences are both infrequent enough and small enough to
average out.

How : Throughput / Delay Tradeoffs We now look at the individual components of our
utility functions to determine if each INT signal achieves its overall utility differently. The
percentage of network scenarios for which |s(p)| > 1 between Link and Queue across utilities
is shown in Figure 10. The Link CCAs generally achieve better delay in more scenarios,
while Queue CCAs achieve better throughput in more scenarios (though the percentage is
much smaller). Further, Link outperforms most in delay when throughput is the primary
metric (2t and 100t), but the gap reduces when both versions are forced to prioritize delay
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(2d and 100d). In the score distributions, these differences often do not amount to much of a
difference, especially when the metric is not emphasized (e.g., Link outperforms Queue in
∼88% of the delay distribution when the utility function is 100t but this has minimal-to-no
impact on the overall score).

When: Strengths by Scenario We now consider the network scenarios in which one signal
performs better than another. With non-default utilities, Link and Queue tend to help in
the same kind of network scenarios (as in Figure 9b) indicating that these scenarios are more
about the weakness of E2E than the individual signals. Under default utility (Figure 9a),
however, there are some notable differences. For example, Link does well with long lived flows
(correlated positively with on time) while Queue does worse. Similarly, we see that Queue’s
performance is negatively correlated with the number of senders while Link is positively.
More concretely, we found that in the top 10% of senders, Link had a significantly better
score than E2E in 15% of cases (vs. 8% for Queue), while Queue had a better score in 27%
of cases in the bottom 10% of senders (vs. 0% for Link). In both extremes, the signal set
with better delay is the signal set that performs better overall (the throughput differences
are generally more insignificant).

Intuition Without a queue metric to accompany it, a CCA with only link metrics is unable
to accurately perceive the degree of overload it may be causing. Thus, it must keep the link
utilization near but below 100% in order to avoid queueing that may impact the score if
large enough. This may lead to the tradeoff we see where Link achieves better delay but
worse throughput than Queue in many cases. However, as mentioned above, under low load
and default utility, Link often has significantly worse delay than Queue, indicating that it
may adopt a different strategy in these regimes that sacrifices some extra delay for better
throughput (to avoid severe underutilization with low load).

As we will explore in §6.2, in settings with significantly more senders, this naive approach
of trying to under-utilize the bottleneck to avoid delay can work poorly.

Queue metrics, on the other hand, allow the sender to ensure that the bottleneck link
is fully utilized (queue > 0), but are unable to perceive the extent of under-utilization.
Hence, they tend to maintain a queue (and therefore some delay) in order to achieve higher
utilization, but are able to bound this queueing delay caused by high utilization better than
CCAs that do not have access to queue information. Further, this approach generalizes
well to low load: senders should increase rate until a small queue is built instead of leaving
throughput on the table (or having to significantly sacrifice delay in order to achieve high
throughput).

Both Link and Queue Signals Naturally, as we have seen link and queue INT to provide
different strengths, having access to both generally lands somewhere in between. Again, this
is more apparent with more extreme utilities. Inspection of the full distribution shows that
for many network scenarios the performance gaps, particularly for the non-prioritized metric,
are significant. For example, the Link + Queue CCA achieves significantly better delay than
Queue in 91% of scenarios for 2t utility, while it achieves significantly better throughput
than Link in 11% of scenarios for 2d utility (with an insignificant difference in 88%). As
before, these differences do not always amount to a significant utility difference: e.g., Link +
Queue only achieves a significant difference over Queue in 7% of 2t utility scenarios despite
the large number of significant delay differences. Lastly, we find that Link + Queue CCAs
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Figure 11 Average scores for different signal sets and utility functions across different topologies.

generally achieve significant utility differences over E2E in similar scenarios to when Link or
Queue perform well.

Summary In summary, different signals navigate the trade-off between maximizing through-
put and minimizing delay in distinct ways. Algorithms using link metrics excel at minimizing
delay by keeping the link just below 100% utilization, a strategy particularly effective with
a sufficient load/number of senders. Conversely, algorithms using queue metrics are better
at maximizing throughput by maintaining a small queue to ensure the link is fully utilized,
which is advantageous in low-load conditions. Combining both link and queue signals provides
the best balance, achieving better throughput than link-only versions and better delay than
queue-only versions.

Each of these results presented was based on our default network configuration. Thus,
we consider a different network configuration in §6.2. Similarly, we address several variants
of INT signals in §6.3. See the Appendices for details on methodology and a discussion of
issues beyond end-to-end performance.

6 Robustness

6.1 Topological Variations

Recall that our first result was that on average, over all network scenarios, all sets of signals
performed equivalently. We now explore if this result applies to a wider range of network
topologies and competing traffic.

Multi-hop Topologies We evaluated the CCAs (trained on the single-bottleneck network
model) on the line topology shown in Figure 2b with one host connected to each switch. We
find that, as with the original topology, there is no significant difference in the overall utility.
As shown in Figure 11, the average scores are within error of one another, though lower than
they are on the dumbbell topology. Closer inspection of the distribution of score differences
revealed few significant differences between the CCAs with INT vs. E2E signals (especially
as the error for all signals, but notably E2E, increased). Thus, our basic result holds for
these multi-hop topologies.

Multi-bottleneck Topologies Similarly, we evaluate our generated CCAs on a multiple hop
topology with additional senders placed in order to have different bottlenecks for different
flows (as shown in Figure 11). Here, we again see that the overall takeaways of previous
results remain the same.
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Figure 12 Distribution of significant score differences against baseline E2E signals (which are
two-way by default) for all signal sets with reverse path congestion.

Reverse Path Congestion Lastly, we consider an alternate setup with congestion on the
reverse path of our evaluated CCAs (as shown in Figure 2a). Here, we set the reverse path
to have twice the number of senders and generate sustained congestion.

There is an additional relevant and potentially significant difference in this setup: one-way
signals. In our baseline setup, the INT signal is collected at every hop along the entire
two-way path; i.e., forward and reverse path. An alernate option is one-way INT signals as
discussed in [35]. Here, the signals are “locked” at the receiver and reported to back to the
sender, without editing on the reverse path. In our experiments so far, since there was no
reverse-path traffic, the difference between one-way and two-way signals was insignificant.
Now we evaluate the potential impact of reverse-path traffic.

The results with locked INT signals are shown in Figure 12a. Notably, INT signals
perform significantly better in many cases in this regime. However, this may only be due
to the fact that the signals are unidirectional and not the inherent value of the particular
signals. Accordingly, we also test the E2E signal set with access to one-way delay.3 As
shown in Figure 12a, this performs slightly better than the (one-way) INT-based signals and
reveals that having one-way signals may be valuable, regardless of the exact signal. More
generally, this finding suggests that some of the value of INT signals may be from features like
unidirectionality (or sub-RTT signaling as in [7]) rather than the metric’s unique importance.

We now consider a case where all signals are two-way. With two-way signals, INT
signals are now updated on the reverse path. As shown in Figure 12b, this setup results in
an increased number of scenarios with significant score differences relative to the baseline
evaluations with no reverse path congestion. We attribute this increase to the cumulative
nature of delay. While INT signals record a non-cumulative, min/max per-hop value, the
E2E delay signal is cumulative. Therefore, delay from congestion on the reverse path will
compound, potentially making the overall congestion seem worse to an E2E algorithm than
to an INT-based one. However, despite these cases, the INT signal sets once again show
mostly similar average scores to the E2E signal set.

6.2 Other Network Configurations
We also trained and evaluated different signal sets on the “high senders” network configuration
shown in Table 1. The main differences between this configuration and the default configura-
tion are the number of competing senders and their on-off pattern. In this configuration, we

3 This is, of course, a non-trivial signal to achieve in a real deployment. We use this test in simulation to
evaluate whether, if possible, a one-way version of E2E signals could achieve the same performance as
one-way INT signals.
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Metric Link + Queue Link Queue
Better Worse Better Worse Better Worse

Utility 32.5% 9% 21.5% 39% 59% 0%
Tput 82.5% 0% 77.5% 0% 72% 0%
Delay 0.5% 84.5% 0% 96.5% 3% 78%

Table 3 Comparison of different INT signals against the E2E set for the “high senders” config
(Table 1). Each cell contains the percent of scenarios in which the given signal performed significantly
better or worse than E2E (|s(p)| > 1).

use “byte-switched” senders which have a certain number of packets they must send each
time they turn on rather than an amount of time during which they must send data. This
ensures that flow sizes are not a function of the available bandwidth. More importantly, the
number of senders has 4x the maximum value of the default config.

As with the default network configuration, all overall score averages are within error of
one another – i.e., INT does not provide a score difference on average, and all INT signals
are similar on average. However, as shown in Table 3, Link achieves worse delay for similar
throughput to all other INT versions. All INT versions generally see worse delay than E2E
(as it sacrifices throughput to keep delay low), though Link is the worst. Notably, this is in
contrast to its previous strength against Queue (§5.2).

Upon further inspection of results, the Link version has a significantly worse score than
the other versions when there is a high number of senders: e.g., Link has a significantly worse
score than E2E in 75% of scenarios in the top 10% of senders. While the Queue version does
sometimes get less throughput than the Link CCA, it is able to effectively mitigate the delay,
even in high contention scenarios. This result demonstrates that sensitivity to the degree
of congestion can be critical. In the default setup, naively running close but under 100%
utilization was an effective strategy, but with the instability of more senders, the Link CCA
cannot as effectively prevent queueing delay. By having access to both metrics, the Link +
Queue CCA is able to better balance the two metrics.

6.3 INT Variations
We now analyze a few variations of the INT signals to determine the impact (if any) on the
relative value of the signals. These variations are important as switch vendors may need to
ensure that the metrics they expose are the most useful form for CCA developers.

Available Capacity vs. Utilization While we use percent utilization as our link signal by
default, we tested another form of the link signal: available link capacity (AC) measured in
bps. We chose this as an alternative since it contains more information about the actual link
capacity than utilization. Therefore, a sender may be able to reason more precisely about
how quickly to send data by understanding exactly how much bandwidth is available.

Yet again, in the overall score, the two options perform essentially equally well. There are
however, many network scenarios in which the two versions perform significantly differently
(up to ∼ 35%, depending on the utility). As shown in Figure 13, utilization-based link metrics
generally led to better throughput, while AC generally led to better delay. Further, we found
that AC versions generally perform better than utilization versions in network scenarios with
high load and senders, while performing worse than the utilization versions under low load.

Intuitively, these relative strengths reflect when the signal has the most information.
In low-load situations, link utilization is a more effective signal for achieving throughput
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because it generalizes well across links with different capacities. As a relative percentage, a
low utilization value is a clear instruction for a sender to increase its rate, regardless of the
link’s total speed. In contrast, an absolute value for available capacity is ambiguous without
the context of the link’s maximum capacity, or “ceiling”.

Link Data Collection Interval As mentioned in §4, we set the default time interval over
which utilization metrics were collected to 10µs. To determine the significance of this choice,
we increased the value to 100µs and trained CCAs with access to link signals. This change
had no clearly significant impact on the score of either the Link or Link + Queue CCAs on
average. As shown in Figure 14, the longer interval did significantly decrease the achieved
utility in some cases for Link. These cases largely had low on times and high off times,
indicating that the longer collection interval hurt performance when flows are short and
sparse. In these cases, the longer window results effectively averages the utilization over a
longer time, making the signal less accurate. Notably, this effect did not seem to matter
when a Queue metric was also available (only 2% of cases had significant differences for Link
+ Queue). While we increased the collection interval by 10x, further increases may see more
dramatic impact. We leave this to future investigations.

Smoothing We found that details of how metrics are smoothed into an INT signal matter.
For example, with queue length metrics, simply running them through our default EWMA
proved to be a poor choice, resulting in significantly lower average utility. The impact of
a transient queue would persist for long after the queue had drained leading the CCA to
be unnecessarily conservative. However, an EWMA proves to be the right choice for link
metrics.

7 BBR Evaluation

In order to confirm that our finding – namely that INT signals do not provide much value in
the average case – was not simply an artifact of our methodology, we modified an existing
CCA to use INT signals. The selection of CCA was important since we should not change
the control loop logic of the CCA (which may improve the performance regardless of the
quality of the signal, and could make the CCA arguably just a different algorithm altogether).
Thus, we chose BBR [10]4 since it has a clear goal state that is independent of the signals

4 We note that we specifically used BBRv1 as a starting point since it is a simpler protocol and is readily
available for ns-3.
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baseline BBR.

used to achieve this state. However, we also performed similar experiments with DCTCP
in A.3. As mentioned in [10], BBR is designed to (1) keep a BDP of packets in flight and
(2) send at the bottleneck rate. At a high level, it does this by probing for bandwidth and
RTT estimates, which requires purposely sending above/below the current estimate of the
bottleneck rate.

BBR implements this with four states: PROBE_BW, PROBE_RTT, STARTUP, and
DRAIN. It is designed to spend ∼ 98% of time in the PROBE_BW phase [10]. Accordingly,
we modified the conditions for changing the pacing rate in the PROBE_BW phase. In
PROBE_BW, the pacing rate is set above the estimated bottleneck rate, then below, then
maintains the estimated rate. The phase of the pacing rate is determined partially by time
spent in the phase, as well as some exit conditions (such as incurring loss). For example, the
high rate phase is exited once the minimum time has passed and either bytes have been lost
or more than a BDP is inflight.

These checks presented a natural place to add INT signals. We added to the conditions
to change gain phases (i.e., not modifying existing conditions). Specifically, required that
utilization be above 90% to exit the high-rate phase and that queueing be less than 5 packets
to exit the low-rate phase as an initial implementation; we arrived at these values after some
experimentation. We also tested changes to the transitions between states, but found almost
all changes to have no noticeable impact. The only transition change that did result in
noticeable performance changes was exiting the PROBE_BW phase, where we add conditions
to exit if the queue length is greater than 0 or the link utilization is greater than 95%.

As shown in Figure 15, these changes, denoted generally as BBR’, resulted in essentially
no change in throughput performance, but a drastic improvement in the delay achieved.5
Although this may initially seem to indicate that the INT signals were necessary to produce
this result, we made similar changes to the exit conditions based on the observed RTT
instead (i.e., exit high rate if the RTT crosses some threshold indicating queueing, exit low
rate when it gets below a threshold, exit PROBE_BW if above some threshold). As shown
in Figure 15, we are able to achieve nearly the exact same results with RTT, a traditional
end-to-end signal. This indicates that the improvement was based on an algorithmic change,
rather than the virtue of the signals themselves, aligning with our results that nearly “any
signal will do” in the average case.

These results are also robust to more complex topologies and scenarios. The same
modifications to BBR on a line topology with extra flows to create multiple bottlenecks
produced largely the same behavior. All BBR’ versions had significantly better delay in
∼ 50% of scenarios (vs. ∼ 75% on a dumbbell topology).

5 From our evaluations, this improvement in delay comes at the cost of some fairness. Further evalu-
ation/design may determine the correct tradeoff between the two and if fairness is a necessary concession.
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Signal Optimized For Best Config Delay Tput
Link Throughput H=95%, L=90% 1.65 0.90

Queue Throughput H=10, L=0 1.53 0.93
Link Delay H=90%, L=85% 1.52 0.88

Queue Delay H=2.5, L=0 1.53 0.91
Table 4 Best performing BBR’ configuration for each signal determined by the median value of

the metric (normalized to best possible). H and L denote the threshold for the signal to exit the
high rate and low rate phases, respectively.

We also compare these results to our findings about the relative strengths of each individual
INT signal. Using these signals in our BBR modification requires fine-tuning thresholds. As
we manually experimented with trying to tune these thresholds for throughput or delay, our
experience mirrored the tradeoffs found in §5. The best-performing version for each signal
and each metric are shown in Table 4. These results, while necessarily anecdotal from a
manual optimization process and notably small in performance, reiterate the strengths of
the signals: Queue can achieve high throughput with a bounded but necessary sacrifice in
delay, while Link can achieve low delay, but at the cost of some throughput. Overall, the
signals must sacrifice the metric they observe more directly in order to optimize the other.

Our experience with applying INT signals to BBR supports our finding that nearly any
signal could be sufficient in the average case. Of course, we cannot guarantee that a better
use of the INT signals does not exist, but our best efforts did not result in any performance
gain that was unique to INT signals. Further, this demonstrates that these findings may be
true even when the utility function is different than our default form and the CCA is not
optimized for the given setting. However, we note that other benefits of a particular signal
such as understandability may be important for a CCA designer when not using a lCCA.

8 Related Work

To the best of our knowledge, we are the only work which specifically tries to answer which
in-network signals are the most useful to a generic CCA. There is, however, a significant body
of work both in congestion control algorithms which use some form of in-network support
[17, 21, 14, 7, 5, 48, 6, 43] and those that specifically use the type of INT signals we target
[28, 41]. These approaches use a variety of different signals (link bandwidth, per-hop delay,
etc.) and reasonably justify these choices. Further, while their goals may be similar, this can
result in very different designs (e.g., TIMELY [30] and pFabric [6] both cite minimizing FCT
as their goals). However, none of these works systematically address the question of what
signals would be best for their (or other) goals.

While these proposed CCAs often build their own infrastructure for collecting in-network
signals, [35, 1, 25] propose formats for carrying this data in packet headers. In particular,
[35] proposes a general and extensible method for collecting any in-network signals for CCAs.

Meanwhile, the growing interest in these signals builds on a large body of work on
in-network telemetry ([49, 18, 29, 27, 26, 47, 32] as a sample). Often this work focuses on
collecting metrics for out-of-band analysis and therefore operates on timescales that are not
appropriate for congestion control or are not available on a per-path basis. However, the
underlying methods for efficiently collecting data at the switch are critical to the per-packet
metrics used for CCAs.

There is plenty of existing work in the space of answering general questions about what is
possible in congestion control design [46, 9, 8, 11, 38, 23, 4]. These works use very different
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methodologies (analysis and theorem-proving) than we proposed and accordingly provide
quite general insights for their chosen settings/problems. However, most of these works do
not aim to answer questions about the quality of the signals available to a CCA. Notably, [4]
aims, in part, to determine the signals and other components of a CCA sufficient to achieve
a desired property, but is limited to single-flow scenarios and end-to-end signals due to its
network model. Further, it primarily focuses on worst-case scenarios rather than average
case analysis. We adopt an optimization-based approach to achieve our desired generality
properties (independence from the specific control loop) rather than using analysis for both
a more descriptive network model and visibility into the full distribution of performance.

We chose Remy [42] as the basis for our CCA generator due to a few desirable properties:
(1) there is a significant amount of work available on its capabilities and limitations [42, 44,
39, 3], (2) it produces interpretable CCAs generated in an offline setting, and (3) it can
be easily extended/refined. In contrast, some other CCAs which seek to optimize a utility
function often perform their exploration online [12, 13], providing no insights across uses for
us to analyze. Similarly, many ML-based CCAs may achieve better performance in some
cases [20, 44] but employ learning schemes (e.g., DRL) that do not produce an interpretable
artifact. Despite this limitation, we experimented with [20] in §A.2 and found it to perform
both worse and more inconsistently than R+ in our setting. In addition, some other works
combine various methods of learning with existing CCAs to achieve high adaptability to
many scenarios [3, 45, 33], but this is not a priority for our methodology (determining the
best set of signals for a given set of scenarios).

9 Limitations

The design space our work addressed is infinite, so this paper is not intended to make
definitive declarations about in-network signals, but instead is offered as a modest first step
in identifying the question of which INT signals are best and proposing a methodology to
answer it. Here we outline ways in which our preliminary investigation was limited, and how
those limitations could be addressed in future work.

We only trained our CCAs on a few network configurations. Broadening the range of
these configurations might lead to new findings, such as perhaps one set of signals generalizes
better across a wide range of network conditions than others. In addition, there are many
variations of signals that we did not address (e.g., number of flows, different aggregation
functions), and perhaps one of these will prove superior to the signals we investigated.

Similarly, we generated CCAs for five different utility functions of the same general form.
There exist many other valid forms of utility for which one may want to learn which signals
perform best (e.g., message completion time). Likewise, one may be particularly interested
in the tail of per-flow performance, rather than the average. While not explored in this
work, our framework can accommodate these alternative objectives. Further, we do not
evaluate our CCAs in scenarios where they compete with CCAs generated with different
utility functions - i.e., we did not have competing utility functions. A model with multiple
utilities would more accurately capture the differing goals of flows on real networks, so work
in this area could be useful to demonstrate the robustness of the results.

We evaluated our generated CCAs on a few simple topologies and traffic matrices,
attempting to extract some important and difficult scenarios for these CCAs. However,
the design space here is vast as well. Extensions to evaluate larger topologies (such as a
full datacenter network), other difficult scenarios (e.g., incast), and transports with other
capabilities (e.g., receiver-driven CCAs [31, 17]) all merit additional investigation if of
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particular interest to a given network operator.
While we use R+ to produce our lCCAs and achieve independence from any particular

control loop, this approach relies on R+’s training algorithm being a good search methodology.
We believe it is a reasonable approach and determined that it at least produces significantly
better optimization than a naive form of parameter tuning or other learning-based approaches
(Appendices A.2). We recognize that there are likely other reasonable approaches to optimizing
congestion control algorithms and we encourage exploration of the design space.
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A Appendix

A.1 Modification Details
As mentioned in §3, changes to the component systems in our methodology were necessary.

A.1.1 Remy Modifications (R+)
We modify Remy primarily by (1) increasing the network configuration sample size, (2)
adding in-network signal support, and (3) modifying the action types. The default sample
size in [42] is 16 networks, but we found that > 50 were needed for consistent results (we
used 200 in our evaluations). Adding in-network signals (2) was primarily achieved by adding
additional fields to the packets. In the Remy model, there is a single bottleneck, so the
queue length and the recent link utilization are simply added as the packet is put on the
wire. Lastly, we found that we needed to modify the action types to get better/consistent
performance (3).

Specifically, in its default form, RemyCC rules map signal space to actions in the form of
a cwnd multiplier, a value to add to the cwnd, and the pacing rate. We found that setting
the pacing rate directly was problematic. Rules that were less commonly-used and covered
a large space of signals were not served well with a single pacing rate. As an example, a
rule that covers a signals space in which the sending rate and the receiving rate ranges are
roughly equal (indicating no congestion), but large (covering receiving rates in a wide range),
one cannot set a sending rate that will be optimal for all scenarios covered by this rule.
Senders with sending/receiving rates near the upper bound of the range of the rule will be
better served with a faster pacing rate than those at the other extreme. In response to this,
we modified Remy so that the pacing rate is a function of the current delivery rate. This
resulted in a large increase in performance for network configs which used such rules, and
therefore cause an overall increase.

The performance difference between the results from default Remy and R+ are shown
in Figure 16 for default utility and E2E signals. The gains relative to default Remy for (1)
adding just the additional training scenarios and (2) also changing the rate to be a function
of delivery rate are shown (R+). As shown in the figure, adding more training scenarios
dramatically increased (up to 56%) the performance in many scenarios, while decreasing it
in others. This is expected as the baseline form of Remy would overfit to the scenarios it did
train on, doing particularly well in those at the cost of others. While not in the figure, we
found that this change was critical to seeing consistent performance across generations. With
the generalization of the sending rate as a function of the receiving rate (“Rate Function”
in the figure), no scenarios result in worse performance than baseline Remy and over 10%
improve by over 50%. Again, this difference can be attributed to the generated CCA not
having to choose some subset of scenarios to excel in, and it can instead optimize over the
entire training space.

A.1.2 ns-3 Modifications
In order to get RemyCCs to work in ns-3, we had to make a few modifications to the default
TCP socket in ns-3. In particular, our three major modifications were to (1) turn on the
timestamp option and increase its resolution from ms to µs, (2) change how the pacing rate
is updated, and (3) add hooks to clear state. Since Remy trains its CCAs on a very simple
network model (with very high-specificity timestamps), the RTT measurements used by
default in a TCP socket were too inaccurate and smoothed too much to be useful to the
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signal sets for PCC-RL [20].

RemyCCs. Accordingly, we implemented high-specificity timestamps (1) and exclusively used
these for the RTT measurements used by the RemyCC. We believe such timestamps are not
impractical as recent work has implemented systems which gather precise delay measurements
[24]. Similarly, another discrepancy exists in the pacing rates. Remy implements its pacing
by ensuring that when a packet is ready to be sent that enough time has passed since the last
send according to the current pacing rate. ns-3 sockets, however, use timers which are set to
wait 1

rate time to send again when a packet is sent. Accordingly, changes to the pacing rate
made between packet sends will not have impact until the next packet is sent (causing the
flow to wait much longer than the RemyCC intended based on its training). To resolve this,
we simply recalculate the time left on the pacing timer when the pacing rate is changed (2).
Lastly, Remy trains its CCAs on exponentially distributed flow lengths where each sender
samples for on and off times. This is similar to the On/Off Application in ns-3, but does
not retain socket state. Accordingly, we added hooks to the TCP socket to notify it that it
should clear the Remy state (3).

A.2 PCC-RL Results
In an attempt to find the best CCA generator for our framework, we also ran experiments
with PCC-RL [20]. All other parameters in our framework remained the same: the signal
sets, utility functions, and network configurations. The only change was the optimizer that
produces the lCCAs. Using [20], we trained models that use our signal sets and result in
changes to the CWND and pacing rate. We then evaluated these models in ns-3 in the same
scenarios that we evaluated the lCCAs from R+.

The results for default, 2d, and 2t utility are shown in Figure 17. Notably, the two
primary results from R+ remain the same: all signal sets perform within average error of
one another. INT signals did not clearly help overall utility and no single signal clearly
outperforms the other. However, in contrast to R+, the error is overall much larger and the
scores are overall lower (e.g., R+ achieves scores around 3.4 for default utility).

In light of these results, we chose to continue with R+ as our optimizer. We believe these
large differences to be due to (1) our modifications to Remy and (2) PCC-RL training with
only one flow (thus making optimizing overall utility more difficult). Perhaps multi-agent RL
approaches could improve PCC-RL’s relative performance, but we leave such investigations
to future work.

A.3 DCTCP Modifications
Similarly to §7, we attempted to apply our findings to DCTCP [5]. DCTCP uses ECN
bits in order to create an EWMA that estimates the current degree of congestion, α. The
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Figure 19 Distribution of significant throughput and delay differences between DCTCP’ versions
and baseline DCTCP on a line topology.

window size is then adjusted based on the value of α. In baseline DCTCP, received bytes
are generally recorded as "experienced congestion" if the ECN bit is set. For this baseline,
we use the guidance for picking the ECN marking threshold in the switches from [5]. In
our experiments with other congestion signals, we only modify the definition of bytes that
experienced congestion. We refer to all versions using different signals than ECN for this
calculation as DCTCP’. Rather than using ECN, we try classifying packets based on thresholds
of INT signals and end-to-end delay. The results are shown in Figure 18. In the figure, we see
that we can achieve similar performance to the baseline algorithm (which uses a simple form
of INT, ECN) with just RTT measurements. Similarly, marking bytes as congested based
on INT does not provide any significant performance benefit. This is perhaps unsurprising
as setting the queue-based threshold to the ECN marking threshold should be effectively
equivalent behavior. Link signals, however, required more careful tuning to achieve the same
performance of the baseline.

Once again, these (manually tuned) results do not attempt to conclusively determine
that INT signals could not have helped the performance of DCTCP, However, these results
do definitively show that in this regime, both INT and RTT can produce effectively the same
performance as ECN.

We ran the same experiments on our line topology with extra senders enabled to create
multiple bottlenecks. The measured throughput and delay are shown in Figure 19. As with
the simpler dumbbell topology, all DCTCP’ are able to achieve the same performance as the
baseline version.
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