Scalable Routing in a City-Scale Wi-Fi Network for
Disaster Recovery

Zigian Lin" &
MIT CSAIL, Cambridge, MA, USA

Om Chabra™ =
MIT CSAIL, Cambridge, MA, USA

James Lynch &
MIT CSAIL, Cambridge, MA, USA

Aaron Martin &
MIT CSAIL, Cambridge, MA, USA

Chenning Li &
MIT CSAIL, Cambridge, MA, USA

Hari Balakrishnan =
MIT CSAIL, Cambridge, MA, USA

—— Abstract

This paper presents CityMesh, a city-scale decentralized mesh network designed for disaster recovery and
emergency scenarios. When wide-area Internet connectivity is unavailable or severely degraded, CityMesh
leverages both static access points and mobile devices equipped with Wi-Fi to provide intra-city connectivity and
reach opportunistic gateways to the Internet (e.g., via satellite links). The main contribution of this paper is a
scalable routing protocol that supports millions of devices, addressing a long-standing limitation of wireless mesh
and mobile ad hoc networks. Unlike prior approaches, CityMesh exploits rich building-location and building-
geometry data from widely available city maps to guide route computation, improving packet delivery while
significantly reducing transmission overhead. Simulation results from 70 cities show that CityMesh improves
packet delivery rates by 88% over WEAVE (a state-of-the-art geographic routing protocol). A campus-scale
deployment of 300 Wi-Fi devices across 31 buildings shows the practical deployability of CityMesh. These
results demonstrate the promise of map-aware routing as a foundation for scalable, resilient city-wide Wi-Fi
networks.
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1 Introduction

This paper presents CityMesh, a wireless routing system that aims to scale to millions of Wi-Fi
devices across an urban area. Traditional mesh and ad hoc routing protocols use techniques such as
link-state flooding or route advertisements, which are unscalable in dense, city-wide deployments. In
contrast, CityMesh exploits accurate, high-resolution geospatial building maps, now widely available
and continuously updated by commercial and open-source providers such as OpenStreetMap (OSM)
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(https://www.openstreetmap.org/) [35]. By reframing packet routing as a problem of computing
routes between buildings rather than individual devices, we enable compact, pre-computed routing
tables that can be stored on commodity Wi-Fi devices and used online with low overhead.

Before delving into how CityMesh achieves these results, it is worth addressing two questions
readers may naturally ask: (1) why does this matter? and (2) hasn’t this problem already been solved?
We address the second question in §2, noting here that no prior approach has convincingly scaled
beyond a few thousand nodes. The first question—why this matters—is central to the motivation for
CityMesh.

As noted in our prior HotNets paper [68], the Internet has become increasingly centralized at
both the network and application layers, driven by ISP consolidation, massive physical co-location,
and the dominance of cloud computing as the application deployment model. This centralization,
while efficient under normal conditions, creates acute vulnerabilities to disasters and attacks, both
digital and physical. History has repeatedly shown that disasters can severely degrade or entirely
sever wide-area Internet connectivity: entire regions have lost access to Internet providers [10], while
in other cases only a small minority of nodes—e.g., those with access to satellite backhaul—remained
connected to the Internet.

At the same time, however, many disasters leave the urban physical substrate largely intact. Power
often remains available in much of the city, and the majority of buildings retain structural integrity even
under stress from cyberattacks [4, 43], mass-casualty events [23, 17, 88], hurricanes [103, 13, 14],
flooding [67], or moderate earthquakes [71]. In these circumstances, the primary challenge is not
the lack of functioning devices and Wi-Fi routers, but rather the absence of reliable access to the
wide-area Internet.

If it were possible to provide even limited communication within a region during such disruptions,
a wide range of critical applications could continue to function: status updates and messaging among
residents, coordination of emergency and safety services, lightweight financial transactions and
local commerce, navigation, and opportunistic connectivity to nodes with functioning Internet links.
Although the available bandwidth would be far lower than under normal conditions, it could be
sufficient to sustain essential services during times of duress. This vision of decentralized fallback
networks (DFNs) in which local connectivity persists despite the loss of the global Internet was
articulated in the recent CityMesh proposal [68].

To turn that vision to reality, we develop a scalable solution for a city-scale DFN that leverages
commodity Wi-Fi devices. Unlike prior work, the CityMesh protocol presented in this paper supports
not only static Wi-Fi access points (APs), but also mobile devices such as smartphones, increasing the
potential reach and resilience of the network. Moreover, while the HotNets paper showed the promise
of using maps for routing, their approach suffered from prohibitive inefficiencies: each delivered
packet required 15-20x more transmissions than an optimal unicast path, and even small payloads
incurred many hundreds of bytes of per-packet header overhead. These inefficiencies render that
design unscalable and unusable. Beyond that, many key details were left open for future work.

To our knowledge, this paper presents the first scalable, end-to-end design for city-scale Wi-Fi
disaster recovery networks, addressing the open challenges of routing efficiency, compact forwarding
state, and support for both static and mobile Wi-Fi devices.

To achieve scalability, CityMesh takes a radically different approach from prior work: it eliminates
all probe, control, and routing message exchanges between devices. Instead, it relies on map data,
now readily available for most cities worldwide, to guide route computations. CityMesh computes
routes along a sequence of buildings from source to destination, requiring only that each device know
its own building location. All other context is learned passively by overhearing packet broadcasts
during normal operation. This design is feasible because the vast majority of Wi-Fi devices reside in
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or near buildings—from fixed access points to the smartphones and other devices people use indoors. !

We develop algorithms to (1) compute efficient inter-building paths; (2) add redundancy to those
paths using a geofence concept where nodes within the geofence rebroadcast; (3) compress those paths
into compact waypoints that capture only essential turns and deviations from straight-line segments;
(4) construct a grid-based addressing scheme for buildings in a city to enable small forwarding
tables, which can be precomputed on a central server and distributed to the devices; and (5) suppress
redundant transmissions using two randomized protocols to avoid the high overheads that plagued
prior work. Taken together, these techniques yield a novel, scalable, and practical map-driven routing
architecture. We also develop a new map-aware Steiner-point relay placement algorithm to compute
the minimum number and placement of Wi-Fi devices needed to connect disconnected clusters when
full connectivity is not achieved in a city.

We have implemented CityMesh both in the ns-3 simulator and on a campus-scale 300-node
testbed, and have simulated its performance across 70 cities in 24 countries. Our results show that
CityMesh achieves high delivery rates and low overhead at scales far beyond what has previously
been demonstrated for Wi-Fi mesh or ad hoc routing.

This paper makes the following key contributions:

High deliverability at scale. CityMesh achieves packet delivery rates 88% higher than WEAVE,

the best geographic routing protocol among the ones we simulated, demonstrating the effectiveness

of map-driven path computation in urban environments.

Low overhead. By eliminating control traffic and suppressing redundant transmissions, CityMesh

reduces data network overhead by 6x-1000x compared to state-of-the-art mesh routing schemes.

Compact routing state. Each device maintains only a few kilobytes of routing state, even for
city-wide networks with millions of nodes, making the design practical for commodity Wi-Fi
hardware. For example, CityMesh requires only 352 entries for Los Angeles with 1,084,482
buildings.

Deployment feasibility. Our analysis of 70 cities shows that the median number of additional
Wi-Fi devices needed to ensure full city-wide connectivity is only 1.26% of the number already
present.

Testbed validation. We implement CityMesh on a 300-node campus testbed, demonstrating
real-world feasibility and validating behavior in practice. Delivery rates approach an idealized
flooding protocol.

This work does not raise ethical issues.

2 Background & Related Work

Network failures. As wide area networks (WANs) become increasingly centralized, failures have
become more frequent and more impactful. These failures stem from diverse causes, including natural

disasters [13, 103, 14], malicious attacks [43, 4], and, most commonly, human error [75, 37, 39].

For example, in 2024, Hurricane Helene left many Florida residents with restored power but no
Internet connectivity [28]. In 2020, a terrorist bombing in Nashville destroyed an AT&T transmission
facility, disrupting wireless and wired networks across Tennessee, Kentucky, and Alabama. The
outage disabled cell service, 911 calls, and grounded flights at Nashville airport [114]. Other incidents
include fiber cuts isolating entire districts [109], misconfigured BGP updates that blackholed traffic
across cities, and even nationwide outages [107]. Notably, in nearly all of these cases, electricity
remained available and most buildings remained intact, but Internet connectivity failed.

! At present, our design does not support users operating far from any building.
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Static mesh networks [9, 24, 2, 20, 12] focus on throughput-optimized routing using metrics like
expected transmission count/time (ETX/ETT) and topological routing (e.g., Srcr in Roofnet, which
floods link-state metrics). While effective at modest scales, none demonstrate scalability beyond a
few thousand nodes.

Mobile ad hoc networks (MANETS) are infrastructure-less networks where mobile nodes act as
both hosts and routers. Decades of work on MANET routing [50, 7, 48, 52, 112, 18, 76, 99, 6, 22, 69,
42] falls into two classes: fopological routing, which relies on control messaging, and geographic
routing, which uses out-of-band location information [90].

In topological protocols, nodes know only addresses and depend on control packets to discover
paths. Proactive schemes (e.g., DSDV, OLSR, B.A.T.M.A.N. [83, 106, 8, 51, 41, 27, 76, 73, 36])
maintain routing tables via periodic flooding, incurring high overhead. Reactive schemes (e.g., AODV,
DSR, TORA, DYMO [18, 80, 89, 82, 81, 115, 84, 32, 47, 3, 108]) discover routes on demand, but
frequent churn produces bursts of control traffic that approach proactive costs. A canonical scheme,
DYMO (AODVvV2), explicitly warns that it is best suitable only for sparse traffic [84]. Hybrid
protocols [40, 33, 70, 46, 118, 31, 111, 110] combine proactive flooding within local clusters and
reactive routing across clusters. While reducing latency compared to purely reactive schemes, they
still depend on significant control traffic and inherit the same scalability limitations.

Geographic routing reduces control overhead by forwarding based on node positions, typically
obtained from a location sensor such as GPS. Destination identifiers are converted to destination
locations using services such as the Grid Location Service (GLS) [62]. Protocols such as GPSR [48],
GDSTR [58], and WEAVE [53] forward packets greedily, switching to recovery mechanisms to route
around voids. Most protocols exchange only one-hop neighbor state, and some avoid periodic control
traffic altogether [48, 7, 55, 54, 58, 59, 11, 96, 93, 56, 53].

While lightweight in theory, geographic routing is fragile in practice especially in urban and
indoor settings: commodity Wi-Fi localization errors (=<10-15 m indoors) significantly degrade
delivery even in small networks of 100 nodes [91], and compensating for inaccuracies requires extra
control packets [85], undermining efficiency. Advanced designs like WEAVE perform better in
city-like topologies but still assume accurate position estimates. We compare CityMesh with WEAVE
and GPSR in §5.

Vehicular ad hoc networks (VANETS) exhibit rapid topology changes and suffer from localiz-
ation errors that impair geographic routing. Variants such as AGPSR, MM-GPSR, GPSR-L, AGF,
and CBF [95, 117, 86, 74, 25] adapt MANET algorithms to vehicles (e.g., GPSR-L uses neighbor
lifetimes to account for movement). Road map-based protocols like GSR, GPCR, GPSRJ+, A-STAR,
and GyTAR [65, 66, 57, 92, 44, 45] instead route between street segments. By contrast, CityMesh
uses building geometry, not roads, to construct scalable paths aligned with where Wi-Fi devices are
most often located.

In summary, prior schemes on static meshes, MANETS, and VANET: either rely on heavy control
messaging, assume accurate position information, or are limited to small-scale deployments. None
of these approaches demonstrate scalability to millions of nodes, nor do they provide a deployable
solution for disaster recovery. CityMesh introduces a map-driven routing architecture that eliminates
control-plane overhead, maintains compact state, and delivers resilient connectivity at city scale.

Integration with other backhaul technologies. Many technologies, including satellites, mobile
platforms, and LoRa can provide backhaul “sinks,” while CityMesh focuses on routing traffic via
Wi-Fi devices to whichever sinks are available, adapting software on existing hardware rather than
requiring new infrastructure.

Advances in satellite communication including Starlink [101], low-cost IoT constellations [94, 98,
97], and direct-to-cell links [38] make satellites a promising fallback when terrestrial networks fail.
However, city-wide coverage is impractical due to equipment and subscription costs [78], spectrum
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Figure 1 Impact of transmission range on AP connectivity (left, middle) and additional relay devices required for
full city-wide connectivity (right).

restrictions [94, 19], and usage limits [104]. Mobile platforms such as Cells-on-Wheels, drones,
balloons, blimps, and helicopters can provide coverage [105, 72, 5, 113, 1, 61], but they are costly
and slow to deploy. LoRa offers long range, but is very low-bandwidth, requires specialized hardware,
and can cause significant interference at scale [26, 60].

3 Assumptions and Feasibility

The design of CityMesh is guided by two goals: (1) scalability to millions of Wi-Fi devices in a city,
and (2) practical deployability on commodity hardware without specialized equipment. To achieve
these goals, CityMesh eliminates traditional control-plane mechanisms (flooding, periodic probes,

advertisements) and instead leverages widely available urban building maps to guide packet routing.

This section describes the design assumptions, the building-based abstraction, and the components of
the system.

3.1 Assumptions

We make the following assumptions:

Wi-Fi ubiquity in and near buildings. The vast majority of access points (APs) and user devices

are located in or near buildings. We show in §3.2 that existing commercial, residential, and public

Wi-Fi distribution systems create an expansive network that, when joined together, provides

robust, continuous coverage across most cities.

Urban map availability. High-resolution maps of building footprints are now available from

commercial and open sources (e.g., OSM), and are updated regularly.

Partial backhaul connectivity. During disruptions, only a subset of devices (e.g., satellite-linked

gateways) may retain Internet access. These serve as sinks for outbound traffic. If no such devices

exist, then connectivity is only provided between devices within a city.

Low-bandwidth, best-effort connectivity. CityMesh does not guarantee full Internet performance

but aims to sustain essential low-bandwidth services under duress.

CityMesh is best suited for applications with low bandwidth requirements that tolerate high
latency such as messaging and coordination, location-based status updates, emergency alerts, and
local financial transactions. These are all useful applications in emergency and disaster scenarios.
CityMesh requires only software changes to Wi-Fi access points and rollout of an application (or better
still, software in the operating system similar to contact tracing software) for mobile devices. Access
points participating in CityMesh are operated by both end residential users, as well as organizations
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and campuses. CityMesh is implemented as a service within OpenWRT [79], a Linux-based OS
already running on many commercially-produced access points. Users then opt-in to CityMesh with
only software or settings changes on their existing hardware.

Users interact with CityMesh using their mobile devices. As the locations of these devices are not
fixed, users designate stationary nodes in the network to serve as their inboxes in order to reliably
receive messages from other users and services. We assume that they share the locations and unique
identities of these nodes out of band or prior to an Internet outage. Periodically, each user’s mobile
devices retrieve new messages from their inbox(es), while more time-sensitive messages can be
pushed from the inbox node to the user’s current location [68].

3.2 Feasibility of CityMesh

To assess the feasibility of CityMesh, we simulate city-wide deployments using real-world building
maps from OpenStreetMap [35]. The key question is whether existing access point (AP) density is
sufficient to support large-scale connectivity. We model APs by uniformly distributing them within
building footprints at a density of one AP per 200 m?, with at least one AP per building. This estimate
is conservative, given the prevalence of dense commercial Wi-Fi systems and residential complexes
with per-unit APs. For each city, we then construct a connectivity graph by linking APs whose
separation falls within a specified transmission range.

For a mesh network built from existing access points, the goal is to maximize the size of the
largest connected component and minimize isolated “islands” of connectivity. Our feasibility results
(Figure 1) show that, under reasonable assumptions of AP density and transmission range, the
majority of APs are in one or two large connected subgraphs, though the extent varies by region.
This highlights the inherent resilience of CityMesh: even without mobile nodes or supplemental
infrastructure, city-wide deployments yield highly connected networks.

3.3 Bridging the Gaps

Even with dense Wi-Fi infrastructure, some regions inevitably form isolated islands of connectivity
due to highways, rivers, parks, or other barriers. These gaps can be closed by strategically placing a
small number of additional relay devices. In prior work, this wireless relay placement problem has
been framed as a Steiner point insertion problem, where relays may only be placed within mutual
transmission range and the objective is to minimize the number of added nodes [16, 64, 63, 15].

To make this computation practical at city scale, we develop a new algorithm by extending prior
ideas with urban road routing and convex hull optimization, yielding significant speedups while
ensuring realistic placements (e.g., no devices in water). The details are in Appendix A.

Applying our algorithm across 70 cities, we find that only a small fraction of additional relays is
sufficient to achieve full connectivity: the median is 1.26% and the 90th percentile is 5.69%. Figure 1c
shows a CDF of the percentage of relays added. The worst case is Venice, which requires 20.48%
more relays.

4 Routing via Buildings

We devise a routing protocol that leverages building map information for cities. To compute routes,
devices need to know only the current building they are in and the location of buildings nearby. These
two pieces of information can be obtained out-of-band, signed and shared across the devices in the
building. Notably, devices do not need to know their exact location within a building, but instead
approximate their location within a building based on data packet traffic. No routing information
needs to be distributed across the network.
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Each transmission is a one-shot Wi-Fi link-layer broadcast without a link-layer ACK. Neighboring
devices will each make a local decision to forward (broadcast) the packet or not. This approach is
well-suited for dense Wi-Fi device deployment common in cities, where pairwise links are lossy, but
the neighborhood degree is high.

4.1 Initial Strawman: Source Routing

One approach to using building information to send packets from a source to a destination device is
source routing. The source computes a path as a sequence of building IDs (from the map database)
and encodes this sequence in the packet header. Intermediate nodes that overhear the packet check
whether they are near one of the buildings in the header. If not, they ignore it; if so, they consider
forwarding it, suppressing their transmission only if they hear a “better” relay broadcast the packet.

This approach can deliver packets successfully if a suitable building path exists, but to make it
practical we must address several challenges:

1. Path computation. Given building coordinates and sizes, how can we construct reliable paths?
In §4.2, we propose a simple metric that avoids marginal links and yields low-cost paths. Unlike
traditional mesh protocols that rely on probe packets and link flooding—both unscalable beyond
thousands of nodes—our method requires no control traffic.

2. Uncertain intra-building connectivity. With no control messages between devices or knowledge
of their precise locations, there is no guarantee that devices in two different buildings on a path are
directly connected. To increase the likelihood of finding a working path we introduce conduits in
§4.3. Comduits are geofences around the chosen paths. Nearby devices will consider broadcasting
an overheard packet only if they fall within the conduit, improving reliability without link-layer
retransmissions.

3. Header scalability. Encoding full building sequences does not scale for paths longer than a few
hundred meters. In §4.4, we compress paths into a sequence of waypoint buildings that mark only
turns or deviations, yielding compact headers.

4. Global state burden. Source routing requires each device to maintain the full map and compute
every path, which may be infeasible on some devices. In §4.5, we present a grid-based addressing
scheme and compact per-device routing tables, precomputed centrally and distributed to devices,
eliminating the need for global state. This method also obviates the need to encode a waypoint
sequence in the packet header and replaces source routing.

5. Excess rebroadcasts. Multiple devices in or near a given building may rebroadcast redundantly.

In §4.6, we design suppression algorithms for both inter-building and intra-building forwarding
that sharply reduce overhead.

4.2 Building Graph and Path Selection

From the building map, we construct a building graph G = (V, E) where each vertex b; € V represents
a building with a unique ID. An edge (b;,b;) € E exists if the buildings are within a nominal Wi-Fi
range (e.g., 100 m). Not all such edges are usable in practice, and some longer links may occasionally
be feasible, but we conservatively assume communication only along these nominal edges.

Importantly, the graph G encodes only buildings, not actual Wi-Fi devices. We assume that most
buildings host Wi-Fi access points (and often mobile devices), though this may not always hold. To
compute usable paths (via Dijkstra’s or similar algorithms), we assign edge weights that capture the
likelihood of successful packet delivery between buildings.

Because connectivity decreases with distance, a natural edge cost is @* where d is the closest
distance between two buildings and k > 1 is a hyperparameter. Larger k values favor routes composed
of shorter hops, while smaller values bias toward longer direct links. For three buildings A,B,C
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Figure 2 Converting a transformed map to building graph.

with pairwise distances dap < dpc < dAc,dﬁc — (dﬁB + dgc) increases with k: as k grows, indirect
paths via B become increasingly preferable. For k = 1, the triangle inequality ensures direct links
are always chosen; for k = 2, indirect paths are preferred when B lies within the circle of diameter
AC, and as k — oo, the selected paths converge to those in the minimum spanning tree (MST). In this
limit, the chosen path can be viewed as the safest path, maximizing packet delivery probability, but
all traffic concentrates on the MST links (we prove this fact in Appendix B).

Our goal is not to model wireless connectivity precisely, nor to assume signal strength decays as
1/d*. Rather, we use the d* weighting scheme simply to bias routing toward shorter inter-building
links. In §5, we evaluate this strategy under varying loss rates that capture differences in materials
and obstacles between buildings, even when they are geographically close.

We empirically tested the performance of different values of k for different cities, finding that
k = 10 provides a reasonable balance between reliable delivery and avoiding traffic concentration on
a small fraction of available edges (building-to-building wireless links).

4.3 Conduits to Improve Delivery

A limitation of source routing is that it assumes a working Wi-Fi link exists between every pair of
successive buildings on a computed path. In practice, devices may be unevenly distributed within
buildings or absent altogether, so some links may fail. To improve delivery, we extend forwarding
(rebroadcasting) packets beyond only the nodes on the exact path by allowing nearby buildings within
a bounded distance to also rebroadcast.

We implement this idea with conduits. For two buildings b and b, we draw a rectangle of width
W centered on the line segment connecting their centroids (Figure 3). The conduit is the set of all
buildings whose centroids lie within W /2 of this line; W is the conduit width.

Forwarding with conduits works as follows: when a device receives a packet, it no longer checks
only whether its building ID is on the specified path P. Instead, it tests whether its building’s centroid
lies within any conduit along P. If so, it broadcasts the packet; otherwise, it ignores it. This check
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Figure 3 A “conduit” defines the boundary within which devices should consider rebroadcasting a given packet.
The conduit, bounded by waypoints, simplifies the route a packet should follow.

requires only about ten arithmetic operations (details in Appendix C), making it lightweight for
commodity devices.

4.4 Waypoints to Compress Source Routes

A direct source route requires encoding every building along the path P, which does not scale well.

To reduce header size, we compress P into a new path P¢ that contains only waypoints, defined as the
buildings where the traversal direction changes. This compression is lossless: the original path can be
reconstructed exactly from the waypoint sequence.

We identify waypoints as follows. Starting from by, we extend a conduit to b; and check whether
it contains all intermediate building centroids between by and b;. If so, we increment i. If not, b; is
marked as a waypoint, and the process restarts with b; as the new origin. Figure 3 illustrates this
procedure.

This scheme makes header size scale with the number of turns on a path rather than its physical
length. In practice, if city routes follow long straight segments, the number of waypoints will be
small. If that happens, then even multi-kilometer paths may be represented with only a handful of
waypoint IDs, yielding compact headers without sacrificing correctness.

4.5 Grid-based Addressing and Routing

Waypoints shrink packet headers by up to 4 in real-city tests (from 40-80 building IDs down to
10-20). However, we find that the header size still grows with path length in practice, and requiring
each source to store the full city map and compute minimum-cost paths is not scalable.

To address this problem, we replace source routing with a grid-based topological addressing
scheme for buildings and construct hierarchical routing tables that support longest-prefix matching,
similar to IPv4/IPv6 lookups [100, 102]. A centralized server precomputes routing tables for each
building and distributes them to devices in advance of a disaster, eliminating the need for distributed
routing computation during network failure.
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Figure 4 Grid-based addressing and routing table. Addresses are assigned based on buildings’ location. Source S
stores a compressed version of (destination building, next waypoint) pairs in the routing table.

Since building additions and removals to a city occur infrequently [77], we envision that routing
table updates can be performed periodically and infrequently (e.g., once a month). After computing a
routing table for a given building, the server cryptographically signs it to enable verification during
dissemination. Each wireless AP connects to the server periodically (e.g., once a month) to retrieve
the latest routing table. Once this pre-distribution phase is complete, the centralized server does not
need to remain reachable during an outage. When mobile devices enter a building, they can verify
and obtain the building’s routing table from in-building devices (i.e. APs and other mobile devices)
that already possess the table.

Each routing table allows a device to determine the next waypoint for any given destination. The
tables grow only as O(logS), where S is the area of the city, and are independent of the number of
devices. With this scheme, packet headers contain the destination address, the previous waypoint,
and the next waypoint. The previous/next waypoint pair enables the conduit check, while the next
waypoint also directs forwarding. Crucially, the header size is now constant, independent of path
length or the number of waypoints.

4.5.1 Grid-based Addressing

We adopt a hierarchical spatial addressing scheme where each building is assigned a gridID, a
bitstring that compactly encodes its map position. To construct these addresses, the city map is
recursively divided into quadrants by halving along the x and y axes (Figure 4). This decomposition
continues until the grid size is on the order of the nominal Wi-Fi range (=100 m). The scheme
resembles the Grid Location Service (GLS) [62], but with one key distinction: in CityMesh, addresses
are topological identifiers, not arbitrary region names.

Within this smallest grid, which we call a cell, we assign a unique ID to each building, so the last
few bits of the addresses of each building in the cell are different (but they all share the same prefix).
This approach ensures that every cell and every building in the mapped region has a unique address
whose length is logarithmic in the size of the region. In addition, neighboring cells (and the buildings
in them) share (long) prefixes of their grid addresses.
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Figure 5 Condensed routing table of source S. We can combine destination entries by specifying a coarser gridID if
all destinations in that coarser grid have the same next waypoint.

32 bits 32 bits 32 bits 16 bits

Prev. Waypoint Next Waypoint Sender Building In-building

gridiD gridID gridID Rank

24 bits 8 bits
cell unique
building

Figure 6 CityMesh packet header format.

Figure 5 shows how routing tables benefit from this structure. If all destinations in a larger grid
share the same next waypoint, their entries can be collapsed into a single prefix entry, dramatically
reducing routing state. Packet headers (Figure 6) then contain the destination address, the previous
waypoint, and the next waypoint, ensuring constant-size headers independent of path length.

4.5.2 Route Calculation

Because building placement changes slowly (unlike the mobile devices within them), CityMesh
precomputes routes at a central server and periodically distributes routing tables to devices. A
plausible approach would be to compute all-pairs shortest paths between every pair of buildings and
record the required waypoints. However, this is infeasible: all-pairs minimum-cost path computation
on an n-vertex graph takes O(n®) time, and a city like New York with ~10° buildings makes this
approach impractical.

To scale, CityMesh instead computes routes at the cell-to-cell level. For each pair of non-empty
cells, it selects a random building from each cell and computes a minimum-cost path between them.
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Since most cells contain 10-20 buildings, this reduces the problem size by several orders of magnitude,
yielding up to a 1000x speedup (denser regions provide even greater savings). We also exclude each
cell without a building from this computation.

The server then generates per-building routing tables from these cell-level paths. For each
destination cell, every building has an entry pointing to its next waypoint. If some buildings lack
a direct path in the precomputation, their entries are filled by copying from another building in the
same cell (which is always possible). In rare cases where a waypoint falls within the same cell, we
force an external waypoint by recomputing the path from that waypoint outward.

Importantly, buildings in the same cell may not all share the same waypoint for a given destination.
This diversity is desirable, as it provides multiple disjoint routes. The only special case arises when
the source and destination lie in the same cell; here, explicit entries are added, since intra-cell delivery
requires at most one or two Wi-Fi hops by construction.

4.5.3 Condensing the Routing Table

As constructed, routing tables initially contain one entry per cell, which can reach hundreds of
thousands of entries in large cities—too large for commodity Wi-Fi devices. Fortunately, many
entries are redundant: multiple destination cells often share the same next waypoint. Leveraging
our hierarchical addressing scheme (§4.5), we can apply standard IP forwarding table compression
algorithms [87, 49, 116, 21] to aggregate these entries.

Our implementation uses the method of Draves et al. [21], which collapses ranges of destinations
with identical next-hop information into single prefix entries. In §5, we show that this reduces table
sizes by several orders of magnitude: for example, in Rio de Janeiro (70 km x 34 km, 115k buildings),
the maximum routing table size is only 639 entries, requiring just 5.1 KB of storage.

This result shows that compressed routing tables are small enough to fit comfortably on commodity
Wi-Fi devices, ensuring CityMesh ’s scalability in real-world deployments.

4.6 Suppression of Redundant Transmissions

Even with compact headers and routing tables, forwarding in dense urban environments risks excessive
rebroadcasting: many devices within or near the same building may rebroadcast the same packet
after overhearing it. This problem grows with network density, inflating transmission overhead and
increasing contention.

To address this, CityMesh incorporates suppression mechanisms that limit unnecessary rebroad-
casts while preserving delivery reliability. We design two complementary techniques: inter-building
suppression, which reduces redundant transmissions between neighboring buildings, and in-building
suppression, which prevents multiple devices inside the same building from forwarding simultan-
eously. Together, these mechanisms improve scalability in dense deployments.

The core idea is simple: when a device receives a packet, it sets a short forwarding timer while
listening for retransmissions. If a “better” device (e.g., closer to the next waypoint or destination)
rebroadcasts the same packet before the timer expires, the original device suppresses its own trans-
mission. Otherwise, it forwards once the timer fires. Both inter-building and in-building suppression
operate in this fully distributed manner, requiring no central coordination.

4.6.1 Inter-building Suppression

The goal of inter-building suppression in CityMesh is to ensure that, among several candidate
buildings that hear the same packet, the building that makes the most progress toward the destination
is the one that rebroadcasts.



Z. Liu, O. Chabra, J. Lynch, A. Martin, C. Li, and H. Balakrishnan

Inter-building Suppression:

. Ignore if moving away from WP
. Rank neighbors by distance to WP
. Assign an index based on rank

. Delay = (mmy index) X (delay constant)

Bi:1xc
\
By:2 X c
B3:3 X ¢
e -- B} Delay for 2 units
(a) Delay computation.
Suppressed by By
o]/ S~
Ceo i B; Sy
\\ Inter-building Suppression:

. Suppress if transmission from higher-
ranked building is heard
. Otherwise, rebroadcast after delay

times out

=S

. L
Ml Suppressed by By R

(b) Transmission suppression.

Figure 7 Inter-building suppression.

When a building § broadcasts a packet, each receiving device in a neighboring building consults
its local building graph? to compute a forwarding score to decide if it should rebroadcast the packet.
This score is a function of the distance between the building S and the set of S’s neighboring buildings,
Ngs. Each receiver calculates a relative rank among the entries of Ng by sorting each building, b € Ng,
by the distance to the waypoint specified in the packet. Note that because the waypoint is encoded as
a grid location, this calculation is simple and efficient.

The neighbor closest to the next waypoint is assigned the highest priority, corresponding to a
score of 1 and a delay of one unit. Other neighbors are ranked in order of increasing distance, with
the furthest building assigned a score equal to |[Ns| and a proportionally longer delay. Any building
farther from the waypoint than S itself is disqualified from rebroadcasting.

Finally, we scale the delay for this inter-building suppression mechanism by setting the unit delay
so that it is always greater than the maximum delay for in-building suppression (described in the
subsection below). As a result, the devices within the same building will resolve their suppression
first before the packet starts to be suppressed at the inter-building level.

2A local version of the graph containing the building’s neighbors and their neighbors is sufficient for this task;
~ 100 entries.
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Figure 8 For in-building suppression, devices record data packets received from other buildings. Devices use
the sum of each of the recorded building’s scores to compute the delay. For buildings closer to the waypoint
(green), there is a positive score based on the position of the recorded building. For buildings further from the
waypoint (red), the score is negative.

4.6.2 In-building Suppression

The challenge with in-building suppression is that the Wi-Fi devices have no specific location
information. We considered introducing such a mechanism using prior techniques, but found that
they lack sufficient precision and are resource-intensive. Moreover, we show that this is not required.
Each Wi-Fi device only knows which building it is within or near.

Instead, CityMesh exploits passive overhearing: by listening to packet broadcasts, each device
can estimate the set of neighboring buildings it can hear—without requiring extra beacons or control
messages.

The key intuition is as follows: within a building, devices that hear better-positioned neighbors
(i.e., those closer to the next waypoint) should be more likely to forward, while devices that mostly hear
worse-positioned neighbors should suppress themselves. This ensures that the building contributes
only one strong forwarder, minimizing redundant transmissions. This approach allows for easy
storage and transmission of this information without requiring any knowledge of the link quality
between devices.

To compute its in-building rank R, a device d in building b considers:

Ny, all neighboring buildings of b, and
Ny C Ny, the subset of neighbors that d can hear (assuming symmetric delivery for convenience).

The device sorts the elements in N, in decreasing order of distance to the next waypoint, so the
best next building to the next waypoint is at the end of the sorted list. Starting with a rank of 0, for
each element in this sorted list that is also in N;, we add a value of 2! where i is the index of the
element. Then, we decrease R by 1 for each neighboring building that d can reach that is farther away
from the next waypoint.

log, |R|
log, (best_score)
sgn(R) is 1 if R is positive and —1 if R is negative. With this method, the best node will have a delay

of 0, while the worst node will have an in-building delay of 2c¢. If two devices have the same delay, we
use a randomized jitter to break ties; a device that overhears another with the same rank broadcasting
the packet will suppress its own broadcast.

Once R is calculated, the device adds an in-building delay of ¢ * (1 —sgn(R) ), where
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4.7 Failure Recovery

We found in our simulations that the conduit width allows CityMesh to tolerate random building
failures without a significant impact on deliverability. However, large-scale regional failures that
block conduits or eliminate key waypoints can degrade performance. In its current design, CityMesh
cannot handle them because as it relies solely on its precomputed routing table.

We speculate that in such cases, while alternative routes may exist, a plausible extension is
to incorporate a lightweight recovery mechanism that enables dynamic rerouting under regional
failures. Nevertheless, this remains a challenging open problem, as the recovery mechanism must
simultaneously avoid false failure detection, operate without control packets and precise geographic
information, and minimize both state and memory usage on each device.

We model the recovery problem as two separate problems: (1) failure detection and (2) alternative
route finding. Although we do not completely solve the two problems above, we describe here a
plausible recovery mechanism.

Failure detection. If all nodes in the building have an in-building suppression score < 0, these
nodes know this conduit is a dead end. The nodes will then send a packet back to inform the previous
waypoint about the dead end. Upon the reception of the message, the waypoint will send a liveness
check to the next waypoint. If no response is received, the waypoint detects a failure in the current
conduit, and starts the recovery process.

Alternative route finding. To compute an alternative route, the waypoint can start offsetting the
conduit by some angle (i.e., rotates the conduit) until a new waypoint is found. The waypoint then
learns the offset angle for the future packets going towards the original waypoint. If no waypoint was
found by rotating the conduit, the packets will be sent back to the previous waypoint, and the process
repeats.

We have not fully fleshed out the design of this idea, leaving it to future work.

5 City-scale Simulation Results

Our city-scale simulation of CityMesh addresses the following questions:

What is the packet delivery rate of CityMesh under varying wireless conditions in various cities?

How many total transmissions does CityMesh have, i.e., what is the bandwidth overhead?

How does the conduit width affect performance?

How does the exponent k affect performance?

How much routing information are devices required to store in a real system?

We use ns-3 to model a realistic deployment of wireless devices at the city scale. We report
representative results from regions of 70 cities around the world. For each city, we collect the building
map from OpenStreetMap (OSM) [35]. We place wireless devices within each building at a density
of roughly 200 m?; we conducted small-scale measurements to determine that typical Wi-Fi densities
in cities are usually higher than this number.

Packet loss model. We used ns-3’s built-in distance-based model for a typical 2.4 GHz Wi-Fi
setting, which has the property that the packet loss rate is largely zero until a range of about 70
meters, and increases rather sharply to 1 within 10 meters after that. This model does not handle
other stochastic losses that we see in practice including in our testbed and in prior works like Roofnet,
which see loss rates across the range from 0 to 1. Thus we add atop the distance-based ns-3 model for
each link a uni-directional link-layer loss rate picked uniformly at random for each packet between 0
and a maximum of 2¢. We show results for multiple values of ¢ between 0.2 and 0.4.

Packet deliverability. In Figure 9, for each city, we pick 100 source-destination pairs at random
and send a packet for each pair. We compute the packet delivery rate (fraction of packets delivered)
for each value of /. We then bucket cities of similar size together.
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Figure 10 Packet delivery rates in 70 simulated cities against the average number of transmissions. This experiment
sends 100 random source—destination packets per city with a per-hop stochastic link loss uniformly averaging to {,
and allows GPSR up to 8 link-layer retransmissions (TTL 4096), while CityMesh uses broadcast without link-layer
ACKs. Overall, the figure shows CityMesh’s robustness to loss and localization error, delivering more packets with
comparable or fewer transmissions city-wide.

While CityMesh uses link-layer broadcasts and cannot benefit from link-layer retransmissions,
the GPSR variants can retransmit a packet at the link layer up to 8 times. For GPSR variants, we set a
TTL of 4096 hops.

In all sizes of cities, when packet loss rates are lower, CityMesh delivers a similar number of
packets to GPSR with accurate location information but significantly outperforms it as packet loss
rates rise.

Number of transmissions. Figure 10 compares the number of retransmissions across different
routing schemes for 70 cities. As shown in Figure 10(a), when ¢ is 0.2, CityMesh outperforms GPSR
in our biggest city with 33% more deliveries, with GPSR having 4.6 x the amount of transmissions,
with a maximum reduction of 99% transmission. This is due to GPSR’s lack of global knowledge
causing it to become trapped in its recovery mode. Similarly, we observe that CityMesh induces up to
28 x fewer transmissions compared to GPSR with 15-meter location error. When the ¢ is increased to
0.4 (Figure 10(c)), GPSR has lower transmissions compared to CityMesh simply because it fails to
deliver more than 80% of the packets.

Conduit width. We repeated the simulations in 15 cities varying the conduit width. We observed
that increasing the conduit width provides an additional redundancy. However, as the conduit width
increases, the original computed path is less likely to be traversed, and more drops will occur. For all
other plots, we use a conduit width of 150 m.
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Figure 11 The routing tables can be efficiently compressed, requiring each device to store a maximum of 1400
entries (11 KB in Dar es Salaam, a dense city with many small buildings, the worst-case for CityMesh,).

k value. In §4.2, we used the exponent k to control how paths are selected. An increasing value
of k will select buildings that are closer together. To determine a proper value of k, we repeated
the simulation over 15 cities with varying values of k. We observe that k = 10 provides the best
deliverability, and outperforms k = 1 and the MST (k — o0). This is because k = 1 selects a path
that encourages the packet to hop over distant buildings while the MST selects a path that is too

long, accumulating the chance of a dropped packet over the long path. For all other results, we select
k= 10.
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Figure 12 Delivery performance given variation in the simulated density of CityMesh devices in two representative
cities. This experiment varies the placement of devices in the city from a device being placed every 10 m? to a device
every 1000 m?. Small fluctuations in the results are attributable to the stochastic placement of devices within building
footprints.

Routing table size. Figure 11 plots the routing table size of 100 randomly selected buildings in
four representative cities: Melbourne, Kabul, Los Angeles, and Dar es Salaam. Each entry in the
table consumes up to 8 bytes. For Dar es Salaam, the mean number of entries is 456 (3648 bytes) in a
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(a) Hak5 W-Fi Pineapple Mk. VII (b) GL-iNet Beryl AX (GL-MT3000)

Figure 13 The Hak5 Pineapple and GL-iNet devices used in the testbed, as deployed on campus.

network of nearly 1.4 million buildings. The maximum size is 1425 entries (11.4 KB). For Melbourne,
Los Angeles, and Kabul the mean number of entries are 92 (736 bytes), 127 (1016 bytes), and 383
(3064 bytes), respectively. These findings demonstrate CityMesh’s compact routing tables across
cities.

Device density. Figure 12 presents the impact of device density on routing performance, varying
from 1 device per 10 square meters to 1 device per 1,000 square meters across two representative
cities. Results indicate that CityMesh maintains consistent performance even at sparse deployments of
1 device per 1,000 square meters, demonstrating robustness to substantial reductions in infrastructure
density.

6 Hardware Testbed

To evaluate CityMesh on real-world hardware, we developed a hardware testbed comprising 300
commodity access points distributed in 31 buildings around the M.I.T. campus. We wall-mounted
the devices in hallways, offices, and classrooms at variable densities (Figure 13). We found that
inter-device connectivity changes over the course of a day.

The testbed uses two types of devices, the Hak5 Wi-Fi Pineapple Mark VII [34], and the GL-
iNet Beryl AX (GL-MT3000) [29]. We selected these devices based on their multiple radios and
compatibility with OpenWRT [79], a popular open-source Linux-based access point platform. The
Wi-Fi Pineapple is marketed as a penetration testing tool and is designed for active data collection
using Wi-Fi testing tools. The Wi-Fi radios and MIPS processor are similar to what one would find
in a low-end access point produced in the last few years. The ARM-based GL-iNet Beryl AX is
marketed as a modern travel router, designed for portably connecting users’ personal devices to the
network.

We connected one radio on each device to the campus wireless network as a backhaul for remote
access and configuration. Simultaneously, the devices formed a 802.11s mesh point network on the
2.4 GHz band with the default link learning and routing disabled in the kernel.

We built a stripped-down OpenWRT image for each device. This image used a VPN to establish
a connection with a central control server that both issued software updates and received aggregated
log messages from experiments running on the devices. All devices ran an agent daemon written
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Figure 16 CityMesh delivery rates are close to the optimal flood-based delivery rates in practice.

in Go that performed a number of tasks. The agent verified each device’s health, transmitted and
received small, periodic UDP broadcasts over the 802.11s network (“pings”), and ran experiments
on-demand when instructed to do so over a management gRPC socket, sending data packets between
source and destination devices across the network. The agent aggregated local log messages emitted
from experiments and sent them to the central log server for analysis.

To provide a realistic estimate for packet loss rate for our simulations, we aggregated ping data
from the testbed network. The pings are emitted by every device once every five seconds. When
received, a device simply logs that it had received the unique ping message. Transmit and receive
events were aggregated to provide directional probabilities of packet delivery throughout the network.
Figure 14 shows the aggregate performance of the links in the testbed binned by distance between the
devices.

We evaluated the coverage of our mesh network by sending packets that are rebroadcast exactly
once by all devices that hear the transmission. For each source, we are able to determine the fraction
of the testbed that is reachable. Figure 15 shows the fraction of the testbed that is reachable across all
sources. Most nodes are reachable from most source nodes.

We evaluated performance of CityMesh against floods, which use all devices in the network to
achieve high delivery rates at the expense of significant transmission overhead. We sent packets from
a given source to a selected destination ten times using CityMesh with a 50 m conduit. We selected
two distant areas of the campus separated by 200 m to serve as the endpoints, and sampled devices
within these buildings. Results are shown in Figure 16, arranged by descending delivery performance.
These results show the CityMesh protocol performing well in practice.

7 Limitations

Building dependence. A key assumption of CityMesh is that users and devices are located in
buildings, excluding devices in open areas. For instance, pedestrians near buildings, despite being
capable relays, are excluded. One potential solution could be to augment the building graph with
additional urban features such as road segments, walkways, and bridges. Another approach could be
for devices to participate in the forwarding, acting almost as an intermediate, imaginary building.

Routing in 3D. CityMesh models cities as two-dimensional building footprints, treating each building
as a single planar entity, which likely simplifies suppression decisions. In reality, buildings are
three-dimensional: devices are distributed across multiple floors, basements, and rooftops, often
with different levels of wireless reachability. CityMesh attempts to consider this by measuring the



Z. Liu, O. Chabra, J. Lynch, A. Martin, C. Li, and H. Balakrishnan

connectivity to neighboring buildings (§4.6.2), and bootstrapping their score accordingly. However, it
is possible in a large skyscraper, this could potentially lead to large amounts of flooding.

Clustered building failures. As noted in §4.7, while CityMesh handles random building failures,
routing scalably around clustered failures is an open problem.

8 Conclusion

We presented CityMesh, a city-scale scalable wireless routing system suited for disaster recovery and
emergencies. When wide-area connectivity is unavailable or significantly degraded, CityMesh enables
static access points and mobile devices equipped with Wi-Fi in a city to route packets via each other
for intra-city connectivity. The chief contribution of our work is a new map-based routing protocol
that scales to 1.4 million buildings (and several devices in each building), a significant improvement
over prior work on wireless mesh and mobile ad hoc networks. Simulation result shows sufficient
packet delivery rates at modest packet overhead even with high link-layer packet loss rates with only
a few hundred routing table entries for a typical city.
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Figure 17 An example of our method placing relay nodes on the road route. We intersect the circle with radius
roughly equal to nominal transmission range, and place the relay node on the last road segment intersected.
Here we are able to avoid placing relay nodes on road segment 2-4, and connect road segment 1 and 5 directly.

A Connecting Islands with Steiner Point Insertion Algorithm

A.1 Problem Formulation

The problem of wireless relay placement has been studied before as a geometric optimization task,
often modeled as a variant of the Steiner point insertion problem. In this setting, the aim is to introduce
additional points, beyond the original inputs, in order to guarantee connectivity while satisfying two
requirements:

1. Any two added relays must be separated by a distance less than R, the radio transmission range,
so they can communicate with each other and with existing wireless devices.

2. The number of added relays should be as small as possible.

This variant is referred to as the Steiner Minimum Tree with Minimum Steiner Points and Bounded
Edge Length (SMT-MSPBEL) problem. The problem is NP-hard [63], but a variety of approxim-
ation strategies have been proposed [16, 64, 63, 15]. Among these, Cheng et al. [16] present a
3-approximation algorithm with O(n?) complexity, where n represents the number of input nodes.

Beyond the standard SMT-MSPBEL formulation, we impose additional constraints to ensure
that Steiner points are placed in practical, deployable locations. For instance, when connecting
areas separated by a river, placing a relay directly on the water is neither feasible nor cost-effective.
Instead, candidate points must be restricted to viable infrastructure, such as bridges or other accessible
structures.

At the same time, we relax the strict objective of minimizing the total number of inserted Steiner
points, given the high computational complexity of the problem. Instead, our approach focuses on
keeping the number of relays reasonably small and practically justifiable.

A.2 Convex Hull Optimization

We build on the 3-approximation algorithm for the SMT-MSPBEL problem proposed in [16], which
runs in O(n3) time. The algorithm proceeds in three stages. First, it sorts all pairwise edges by length
and connects nodes whose edges lie within the transmission range. Next, it attempts to connect triplets
of nodes by constructing 3-stars. Finally, it inserts points on the remaining edges until the graph is
fully connected. The cubic complexity arises from the worst-case need to evaluate all possible node
triplets when building 3-stars.
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Applying the O(n?) runtime of the 3-approximation algorithm [16] directly to city-scale networks
with millions of device, quickly becomes infeasible. Both storing all sorted edges and computing
Steiner points are prohibitively resource-intensive at this scale. To address this issue, we introduce a
convex-hull-based optimization that significantly reduces the effective input size n for the algorithm.

Our method first identifies disconnected components (or islands) using breadth-first search (BES).
For each island, we then compute its convex hull in O(nlogn) time [30]. The resulting hull vertices
serve as the reduced input to the original 3-approximation Steiner insertion algorithm. As shown in
Table 1, in dense urban settings, this approach yields a substantial reduction in input size n, enabling
more efficient computation.

City Original Input  After Prune
Ho Chi Minh 161,207 14,399
Seoul 308,929 20,557
Busan 111,974 14,095
Karachi 269,487 14,029
Bangkok 321,741 20,927
Monaco 3,872 65
Manila 145,902 432
Washington, D.C. 32,213 335
Toronto 215,877 2,198
New York 1,581,394 11,725

Table 1 Effect of convex hull optimization for relay generation across 10 different cities.

We recognize that relying on convex hulls sacrifices the strict 3-approximation guarantee. In
some cases, the optimal placement of Steiner points may lie inside a convex region, especially when
device distributions are highly non-convex. However, since most city layouts and building clusters
are approximately convex, the additional relays required are typically negligible. Given our focus on
scalability while keeping relay counts modest, we accept this trade-off: the substantial performance
gains outweigh the minor loss in approximation accuracy.

A.3 Map-based Relay Placement in Feasible Locations

A remaining challenge is ensuring that Steiner points are placed in practical, deployable locations.
In its raw form, the approximation algorithm may insert relays in unrealistic areas—such as rivers
or other inaccessible terrain, particularly when Steinerizing edges that span physical barriers. In
practice, relays should be placed on buildings, roads, or bridges, where deployment is feasible and
cost-effective.

To handle these real-world constraints, we again use map data for relay placement. When two
nodes cannot connect directly due to an obstacle (e.g., a river), we compute a driving route between
them using road network data. This approach ensures that relay positions follow existing infrastructure
such as roads and bridges, aligning with our deployment constraints.

Since road routes often include frequent turns and detours, naively placing relays along every
segment would be inefficient. To avoid over-placement, we intersect the road path with a circle repres-
enting the nominal transmission range and select the intersection point on the last road segment within
the circle as the relay location. This refinement maintains reliable connectivity while minimizing the
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number of additional relays. Figure 17 illustrates this method.

We acknowledge that routing relays along road networks may not always yield the theoretical
minimum number of nodes. Nevertheless, by combining map data to compute the shortest driving path
with our circle-intersection method for relay placement, we obtain a solution that is both practical
and effective. This approach trades strict optimality for feasibility, providing a well-grounded
approximation that ensures relays are placed in realistic locations while keeping their overall number
reasonably low.

B Convergence of Edge-Weighted Scheme

In (§4.2), we presented a scheme which augments the edge-weighted metric with a d* penalty. Here
we show that as k — oo, optimal paths concentrate on the Minimum Spanning Tree (MST). The
intuition is that ¥, pd(e)* increasingly behaves like a “minimize the largest edge” objective: a single
edge that is even slightly longer than the alternatives becomes exponentially more expensive than any
bounded number of slightly shorter edges.

Formally, let T be the MST (assume distinct edge weights for simplicity) and suppose, for
contradiction, that an optimal s — ¢ path P for arbitrarily large k uses some edge ¢ = (u,v) ¢ T.
Adding e to T creates a unique cycle C. By the MST cycle property, e is the heaviest edge on
C. Let dmax denote the largest weight among the other edges on C, so d(e) > dmax. The cycle
consists of e plus the unique ¥ — v path in T, call it PysTt, whose edges all have length at most
dinax. Replacing e in P with Pyst yields an alternative path P’. Since Pyt contains at most N edges

for some finite graph-dependent bound N, its cost is at most N - d¥ ., whereas e alone costs d(e).

Nefx — N
d(e)* > Y epe d(e )¥. Thus Cost(P') < Cost(P), contradicting the optimality of P. Therefore, for
large k, any minimum-Y.d* path cannot include edges outside the MST, and in the limit k — oo the set
of optimal paths is contained in 7.

k k
The ratio 4~ — L (%) diverges as k — o because d(e)/dmax > 1, so for sufficiently large k,

C Arithmetic Operations to Check a Point in a Conduit

We check whether a building lies within a conduit by computing the perpendicular distance from the
building’s centroid P = (x,y;) to the conduit centerline defined by the segment between the previous
waypoint W Pyrey = (Xprev, Yprev) and the next waypoint W Pyext = (Xnext, Ynext)-

This distance is derived from the magnitude of the cross product between the vectors from
W Pyrey — W Paext and W Pyrey — P, normalized by the length of the conduit segment.

’ (xnext - xprcv) (yprev - yb) - (ynext - yprev) (xprev - xb) |

d=
\/(xnext - xprev)2 + (ynext - yprev)2

For efficiency, we avoid the square root by comparing squared distances. A building centroid
P = (xp,yp) is considered to lie within the conduit if

2
((xnext - xprev) (yprev - Yb) - (ynext - yprev) (xprev - xb)) < (CVV) 2
(xnext — Xprev ) 24+ (ynext — Yprev ) 2 o 2

where CW denotes the total conduit width, and CTW is the one-sided conduit radius.
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